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Case study introduction
The aim of this case study is to 
better understand the complex-
ities and controversies around 
applying the precautionary 
principle to the use of artificial 
intelligence (AI) in healthcare. 
The focus in the case has been 
specifically on the use of AI in 
clinical decision support sys-
tems. Clinical Decision Support 
System(s) (CDSS) are systems 
that support the decision mak-
ing of healthcare professionals. 
CDSS for example provide clin-
icians with alerts or reminders, 
highlight guidelines during care, 
provide suggested courses of 
action and identify drug-drug 
interaction. CDSS have histori-
cally been one of the main appli-
cations of AI in the medical do-
main and their risks are in many 
respects exemplary for the risks 
of the use of AI in healthcare in 
general.

Relevance to the 
precautionary principle
The case indicates that the pre-
cautionary principle may be ap-
plicable to the use of clinical deci-
sion support systems, but only in 
specific circumstances. A variety 
of scientific research suggests that 
human rights and public health 
are at issue in some uses of CDSS. 
Because of the difficulty to define 
the specific outcome and statisti-

cal probability of the risks in many 
cases, the precautionary principle 
is more suitable than the principle 
of prevention. 

The precautionary principle may 
point to appropriate regulatory 
and technical boundary setting for 
CDSS, for instance by limiting the 
medical procedures in which a CDSS 
can be used or the amount of hu-
man oversight that is necessary for 
important decisions in healthcare. 

 
 
 
 
 
 

Potential impact
Many different types of CDSS ex-
ist, which also differ with regard to 
their risks and benefits. The risks 
of a malfunctioning CDSS that is 
used for combatting a pandemic 
are much greater than a CDSS that 
merely fulfils a harmless support-
ive administrative task. Neverthe-
less, a few things can be said about 
the impact of CDSS in general. 

CDSS are generally assumed to 
provide faster, more accurate de-
cision making with lower costs and 
fewer human errors. In some cases, 
CDSS might even make new deci-
sion-making (on the basis of big 
data) possible that could improve 
the overall efficiency and effectiv-
ity in healthcare. 

The use of CDSS is first of all ac-
companied by considerable risks 
because decisions in healthcare 
itself tend to have a large impact. 
A wrong decision can potentially 
have severe effects on individu-
al health, human rights and – if a 
CDSS is implemented on a broad 
scale or if it supports decisions on 
groups – public health.
 
CDSS, however, also pose new 
types of risks to the extent that they 
transform how decisions in health-
care are made. Their decisions are 
exclusively based on data, they are 
based on machine reasoning (and 
therefore a possible lack of human  

considerations), they imply a dele-
gation of control from the patient 
or healthcare practitioner to a ma-
chine, and their use is accompa-
nied by a new division of labour in 
the healthcare domain.

Key uncertainties
The risks of CDSS are generally 
characterised by a high degree of 
uncertainty, both with regard to 
their precise effects and with re-
gard to their probability. 

First of all, this uncertainty is highly 
dependent on the specific techno-
logical properties of a CDSS. It can, 
for instance, display complex and 
uncertain behaviour, especially 
when it makes use of unsupervised 
machine learning.

Secondly, the use of CDSS is char-
acterised by uncertain risks due to 
the nature of the environment in 
which it is implemented. Health-
care systems can be complex and 
unpredictable. Some CDSS, for 
instance, have to be readable, un-
derstandable and helpful in the 
context of the daily tasks of a doc-
tor, the specific needs of a patient 
and the oversight of a manager 
and/or a privacy officer.

 

A third cause for the uncertainty 
around the risks of CDSS is the vari-
ability in the nature of the risks. A 
good decision is considered to be 
transparent, explainable, account-
able, supported by representative 
data, sufficient reflection, respect 
for the privacy, autonomy and 
dignity of the patient. As such, as-
sessing if a decision of a CDSS was 
‘good’ is in itself a difficult task.
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