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The RECIPES guidance advises on how 
to deal responsibly with uncertain risksi  
in the development and implementation 
of technology in the EU. It helps EU risk 
regulation and innovation policy to use 
the precautionary principle for responsi-
ble technological innovation. 

Target groups of this guidance are pri-
marily EU policymakers, EU agenciesii, 
and EU policy support organisations 
and bodiesiii that are concerned with 
risk regulation or the governance of sci-
ence, technology and innovation. The 
guidance offers them ideas about how 
to further improve addressing uncertain 
risks in EU risk regulation and innova-
tion policy.

The guidance also addresses researchers 
and innovators and the multitude of so-
cietal actors who can contribute to a so-
ciety-wide innovation system. The guid-
ance illustrates to these target groups 
how their contributions are needed for 
applying the precautionary principle for 
responsible technological innovation.

i  ’Uncertain risks’ are understood in the RECIPES guidance as threats for which it is not possible to confidently quantify the magnitude of a defined and 
agreed range of outcomes or the probabilities of these outcomes.

ii  For example, the European Environmental Agency (EEA) or the European Food Safety Authority (EFSA).
iii  For example, the Science Advice for Policy by European Academies (SAPEA), the European Political Strategy Centre (EPSC), or the European 

Parliament’s Panel for the Future of Science and Technology (STOA).

1 OVERALL EXECUTIVE SUMMARY

Key messages

The precautionary principle works best in a double role: as a safeguard 
and a compass. As a legal principle and safeguard, it can justify early pol-
icy or regulatory action to manage uncertain risks. As such, it ensures that 
the rights of current and future EU citizens are protected. As a compass 
and policy principle in research and innovation, the precautionary prin-
ciple can trigger debates upstream and research about the potential im-
pacts of emerging technologies and related innovation pathways, and can 
lead to adjustments in innovation development and stimulate responsible 
innovation. Through this double role, the precautionary principle enhances  
the EU’s capacity to anticipate, identify and proactively manage scientifi-
cally uncertain, but plausible and potentially serious risks, and contributes 
to (re)directing science and technology to societally beneficial ends.

Precaution is often defined as a risk management principle applied after 
scientific assessment takes place. However, there is good reason to invoke 
the precautionary principle in risk assessment (as well as in problem 
scoping). Such an approach safeguards against understating uncertain-
ty and opting by default for the application of a more narrowly focused 
quantitative risk assessment that is inadequate for dealing with states of 
knowledge characterised by strong uncertainties and/or ignorance. The 
overall process of risk governance should be precautionary in the sense 
that it is sensitive throughout to uncertainties and knowledge gaps and to 
potentially serious harm.
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The precautionary principle is an im-
portant instrument for EU law and pol-
icy. The precautionary principle allows 
policymakers to adopt decisions to coun-
ter potential serious harm, despite a situ-
ation of scientific uncertainty.

The precautionary principle is a general 
principle of EU law, laid down in the EU 
Treaty and case law. This implies that 

there are principally no defined bounda-
ries with regards to the question to which 
risks or what technologies the precau-
tionary principle can be applied. It should 
be noted though that in each application 
of the principle the scope of application is 
informed by the relevant laws.

The precautionary principle is an open 
and flexible principle. It is not – and can-

not be – used as a rigid decision-mak-
ing instrument. The principle urges pol-
icy-makers to carefully reflect on the 
situation and the uncertainties around it, 
but does not offer predetermined solu-
tions. This also implies that policymak-
ers have more discretion compared to 
situations of standard risk management. 
The best course of action in the case 
of an uncertain risk depends greatly 

Early and recurrent risk research and anticipatory and foresight processes 
in risk and innovation governance (precautionary principle as a compass) 
are a cornerstone in responsible innovation. Responsible innovation obliges 
researchers to remain sensitive to the plausible social and ecological impacts 
in ongoing research and development processes, and in the development of 
emergent and potentially future-shaping technologies. From a responsible 
innovation perspective, the precautionary principle is essential to help ensure 
responsive, adaptive and integrated management of the innovation process.

Participation of relevant stakeholders and knowledge holders is another  
cornerstone in responsible innovation. A transdisciplinary approach is re-
quired where not only scientific experts from multiple disciplines but also 
other knowledge-holders (e.g., professionals, workers, consumers or local 
people) are asked to contribute their specific knowledge regarding the likely  
consequences of the particular technology under scrutiny that may carry 
uncertain risks. Moreover, participatory processes can uncover and help ad-
dress conflicts of knowledge, values and interests in connection with dealing 
with uncertain risks.

Why is it strategically relevant to address the 
relationship between precaution and innovation? 

© unsplash.com / Josh Hild
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iv The RECIPES policy brief dealing with the innovation principle can be viewed here: https://recipes-project.eu/sites/default/files/2020-03/PolicyBrief_
Recipes_Online20200320_01.pdf.

on the context of the situation. This em-
phasis on prudence – and the subse-
quent open-endedness and flexibility – 
forms, arguably, the core strength of the 
principle.

The use of the precautionary princi-
ple, however, also poses challenges 
to policymakers. They are expected to 
manoeuvre levels of uncertainty to find 
the right course of action in a specific 
situation. Meanwhile, different stake-
holders might address them with vary-
ing demands and considerations. Some 
stakeholders fear that the precaution-
ary principle is applied haphazardly, 
thereby discouraging innovation. Oth-
ers are afraid that the scope of the pre-
cautionary principle will be too limited, 
resulting in serious harm to public health 
and the environment.

There have been fierce debates among 
EU-level stakeholders about the rela-
tionship between precaution and inno-
vation in the wake of the emerging notion 
of an ‘innovation principle’ at the Europe-
an level.iv In this debate, it is important to 
clarify the application of the precaution-
ary principle, in particular with respect to 
its influence on innovation.

There is a need to further discuss and 
clarify how the precautionary princi-
ple can help implement a transforma-
tion-oriented and value-driven ap-
proach to innovation as envisioned by 
the current research and innovation 
strategy of the European Commission 
(2020-2024). This strategy identifies re-
search and innovation as a key driver in 
achieving the European Commission’s 
goals that are geared towards a sustain-
able and prosperous future for people 
and the planet, based on solidarity and 
respect for shared European values. We 
need a better understanding of how the 
precautionary principle can help guide 
established technologies and techno-
logical development towards a high lev-
el of protection of human health and the 
environment and of social rights (such as 
the right to safe and healthy work) in the 
implementation of the desired transfor-
mation towards sustainability. Consid-
ering the precautionary principle as a 
safeguard and compass can make an 
important contribution to developing 
this understanding.

© XXX

https://recipes-project.eu/sites/default/files/2020-03/PolicyBrief_Recipes_Online20200320_01.pdf
https://recipes-project.eu/sites/default/files/2020-03/PolicyBrief_Recipes_Online20200320_01.pdf


The RECIPES project has demonstrated 
the clear relevance that the precaution-
ary principle has at international, EU 
and national level.v It was in the 1970s 
that precautionary thinking was first de-
veloped as a legal principle in domestic 
law, notably in Germany (the so-called 
’Vorsorgeprinzip’), Switzerland and Swe-
den. Since then it has been increasingly 
incorporated by states and internation-
al institutions in various international in-
struments and conventions, by the EU in 
the Maastricht Treaty, and by several EU 
Member States in their national legisla-
tion. At EU level, the precautionary prin-
ciple is not only a key principle for EU en-
vironmental policy, but also by virtue of 
the integration principle included in all 
policy areas. While the focus of applica-
tion is still in the ’traditional’ policy areas 
of environmental, consumer and health 
protection, the principle has gained rele-
vance in other policy fields as well.

v  The RECIPES stock-taking report on the application of the precautionary principle can be viewed 
here: https://recipes-project.eu/results/taking-stock-precautionary-principle-2000.

Various interpretations of the principle 
are applied at international, EU and na-
tional level. They differ, amongst others, 
in the ways they draw on the several nor-
mative underpinnings and ethical consid-
erations that the precautionary principle 
incorporates (albeit not explicitly). Still, 
the various versions of the precautionary 
principle share a common basic idea: we 
should not require full evidence of harm 
to protect us from potentially dangerous 
effects from for example a product, ser-
vice or technology. To put it in the vernac-
ular: When in doubt, be cautious.

The RECIPES guidance links the pre-
cautionary principle to the more recent 
notion of ’responsible innovation’ and 
highlights the precautionary principle 
as an important enabler in the imple-
mentation of this new approach to the 
governance of research and innovation. 

What can you expect from this guidance?
 
The guidance connects the precautionary principle with a new concept of 
governing research and innovation.

”Responsible Research and Innovation” was intro-
duced as a crosscutting issue under the EU Frame-
work Programme for Research and Innovation 
”Horizon 2020” (2014-2020), and became an opera-
tional objective of the strategic plan for the next and 
current EU Framework Programme, ”Horizon Eu-
rope” (2021-2027). In EU Member States, there are 
also research funding initiatives that operate under 
responsible innovation taken by national research 
councils such as, for example, the UK Engineering 
and Physical Sciences Research Council (EPSRC), 
and the Dutch or the Norwegian Research Council. 
The concept also resonated internationally, notably 
in the United States.

Scholars have provided a variety of perspectives of 
what needs to be addressed by responsible inno-
vations. The editors of an International Handbook 
on Responsible Innovation however see a shared 
notion: ”Responsible innovation advocates will ar-
gue that the innovation process is neither steerless 
nor inherently good. Instead of being steerless, in-
novation can be managed and a growing body of 
research constitutes a testimony on how we can 
manage innovation and shape technologies in ac-
cordance with societal values and expectations as 
well as (re-direct) them towards normative targets 
such as sustainability goals.”

Responsible Innovation: A new concept for the governance of 
research and innovation. Source of quote: von Schomberg, R., & 

Hankins, J. (2019). Introduction to the International Handbook 
on Responsible Innovation. In: von Schomberg, R., & Hankins, 

J. (eds.), International Handbook on Responsible Innovation. A 
Global Resource, Edward Elgar, 1-11, here p. 1. 

9
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A key prerequisite for responsible inno-
vation is a form of governance that will 
drive innovation towards societally desir-
able outcomes, using inclusive innovation 
processes in which all the relevant actors 
commit themselves to these outcomes. 
The European Green Deal and the EU 
Framework Programme Horizon Europe 
with its mission-oriented approach and 
the thematic clusters centred around the 
United Nations’ Sustainability Develop-
ment Goals can be seen as incorporating 
this idea.

Another key prerequisite for responsible 
innovation is a form of governance that 
will improve dealing with unintended 
consequences of innovation in the pro-
cess of research and innovation. This re-
quires mechanisms for anticipating and 
responding to possible harm associated 
with innovation and applies to innova-
tions which promise to deliver a collec-
tively defined societal purpose (e.g., cli-
mate protection technologies can also 
have unintended and undesired effects 

that need to be addressed) as well as to 
innovations in general. The concept of 
responsible innovation addresses the 
observation that market innovations do 
not automatically lead to results that are 
beneficial to society as a whole or else 
may be accompanied by negative side 
effects.

Science and technology scholars have 
argued that there is a need to promote 
anticipation, reflexivity, inclusion and 
responsiveness in the governance of sci-
ence, technology and innovation. More 
anticipatory, reflexive, inclusive and re-
sponsive forms of governing make it 
easier to raise, discuss and respond to 
questions about both the intended and 
unintended impacts of science, technolo-
gy and innovation. They facilitate direct-
ing or re-directing innovation, and the 
science and research intended to lead to 
it, towards societally beneficial ends such 
as sustainability goals or maintaining 
high levels of protection of human and 
environmental health. 

Four integrated dimensions of responsible innovation. Source of quotes: 
Stilgoe, J., Owen, R., & Macnaghten, P. (2013). Developing a framework for 

responsible innovation. Research Policy, 42(9), 1568-1580.  
https://doi.org/10.1016/j.respol.2013.05.008

Anticipation: “Anticipation involves systematic thinking 
aimed at increasing resilience, while revealing new op-
portunities for innovation and the shaping of agendas for 
socially-robust risk research.”

Reflexivity: “Reflexivity, at the level of institutional prac-
tice, means holding a mirror up to one’s own activities, 
commitments and assumptions, being aware of the limits 
of knowledge and being mindful that a particular framing 
of an issue may not be universally held.”

Inclusion: “The waning of the authority of expert, top-
down policy-making has been associated with a rise in 
the inclusion of new voices in the governance of science 
and innovation as part of a search for legitimacy […].” 
Inclusion could mean taking the time to involve different 
stakeholders as to lay bare the different impacts of a new 
technology on different communities.

Responsiveness: “Responsible innovation requires a ca-
pacity to change shape or direction in response to stake-
holder and public values and changing circumstances”. 
“There are various mechanisms that might allow innova-
tion to respond to improved anticipation, reflexivity and 
inclusion. In some cases, application of the precautionary 
principle, a moratorium or a code of conduct may be ap-
propriate. Existing approaches to technology assessment 
and foresight may be widened to engender improved re-
sponsiveness […].“ (emphasis added)

© unsplash.com / Ari Spada

https://doi.org/10.1016/j.respol.2013.05.008
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The RECIPES guidance shows that the 
precautionary principle can serve as 
an important tool to make innovation 
governance more anticipatory, more re-
flexive, more inclusive and deliberative, 
and, overall, more responsive in the EU. 
Specifically, it highlights how the pre-
cautionary principle can be used for re-
sponsible technological innovation in 
the EU. In the past, scientific and tech-
nological progress have not necessari-
ly been accompanied by human or en-
vironmental progress. In the context of 
the increasing transgression of plane-
tary boundaries, in many cases because 
of (unsustainable) technologies, the 
need for governments to take responsi-
bility grows significantly. The guidance 
subsequently answers responds to an 
urgent need for more guidance on when 
and in what ways the precautionary 
principle can be applied towards new or 
established technologies.vi 

The document identifies two ways in 
which the precautionary principle can 
operate for responsible technological 

vi The focus of the guidance includes new and existing technologies as well as cross-cutting technologies such as nanotechnology and specific 
technologies such as weed control products. The RECIPES case study on the latter illustrates the importance of the precautionary principle in addressing 
systemic challenges such as biodiversity loss.

innovation in the EU: safeguard and 
compass. The safeguard function builds 
on the precautionary principle as a le-
gal principle, the compass function on 
the precautionary principle as a policy 
principle.

The RECIPES guidance provides orien-
tation and inspiration regarding the pro-
posed two-way use of the precautionary 
principle by

outlining the founding features of the 
idea of precaution and the application 
of the precautionary principle with a 
special focus on the relationship be-
tween precaution and innovation.

 

pointing out possible ways forward in 
the two-way use of the precautionary 
principle to enhance EU’s capacity to 
anticipate, identify and manage scien-
tifically uncertain, but potentially seri-
ous risks in technological innovation.

pointing to existing tools and guide-
lines that can contribute to enhanc-
ing this capacity: by helping to build 
a strong basis of expertise for assess-
ing and communicating uncertainties 
and for related decision-making, and 
by helping to include relevant input 
(knowledge, values, concerns) of so-
cietal actors in dealing with uncertain 
risks through participatory processes.

The guidance highlights how the precautionary principle as safeguard and 
compass can be used for responsible technological innovation

RECIPES Guidance: Two-way use of the precautionary 
principle for responsible innovation

RECIPES research has identified scope 
of application, organisation of expertise, 
and participation as three key themes 
for the application of the precautionary 
principle. The idea of considering the 
precautionary principle as a safeguard 
and compass is introduced in the part 
of the RECIPES guidance that deals with 

the scope of application of the precau-
tionary principle. It is taken up in the oth-
er two parts of the guidance, i.e., the one 
concerned with organisation of exper-
tise for application of the precautionary 
principle, and the one dealing with par-
ticipation processes in support of the ap-
plication of the precautionary principle.
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Themes addressed in the RECIPES guidance

Scope of application: relates to is-
sues such as when and how the pre-
cautionary principle is to be applied, 
considering its relationship with inno-
vation; it introduces a two-way use of 
the precautionary principle, as safe-

guard and compass, and points to six phases in the ap-
plication of the precautionary principle.

Organisation of expertise: revolves 
around the question of how to or-
ganise and collect and co-create in a 
timely manner the actionable knowl-
edge required for applying the pre-
cautionary principle.

Participation: concerns conceptual 
and methodological issues in terms 
of when to involve stakeholders, 
whom to involve, and how, when ap-
plying the precautionary principle. 

The bulk of the points of the stake-
holders, who participated in the RECIPES consultation 
process on how to improve the application of the precau-
tionary principle in the EU, was related to one or more 
of these three themes. The themes played, to varying 
degrees, a role in the RECIPES case studies, and the rel-
evant literature recognises them as important topics in 
the interpretation and application of the precautionary 
principle (below you will find more information about the 
main sources of information of the RECIPES guidance).

Scope of application of the precautionary principle

Precautionary principle as a safeguard and legal principle

On the one hand, the precautionary 
principle acts as a legal safeguard, 
through its formal inclusion in EU poli-
cies or regulations for the authorisation 
of products or processes. As a safeguard 
and legal principle, the precautionary 
principle can justify early policy or regu-
latory action in a context of uncertainty 
to avoid potentially serious harm. It can 
also justify a policy reform under condi-
tions of uncertainty such as the new EU 
chemicals strategy, which is part of the 
European Green Deal and aims to en-
sure that all new chemicals and materials 
are inherently safe and sustainable, from 
production to end of life. 

As a safeguard, the precautionary prin-
ciple works as an appeal to prudence: 
the precautionary principle allows pol-
icymakers and legislators to intervene 
despite scientific uncertainty when there 
are reasonable grounds for concern that 
significant harm may occur through a 
new technology or that an existing tech-
nology may be more harmful than ini-
tially expected. This ‘permission to act’ 
reflects the limits of science in providing 
full certainty. Even in cases of scientif-
ic uncertainty policymakers should still 
be able to act in order to ensure the ap-

propriate level of protection. As such, the 
precautionary principle functions as a 
guiding principle which provides helpful 
criteria for determining the best course 
of action in confronting situations of po-
tential risk and scientific uncertainty on 
the probability of harm arising and the 
extent of the harm.

For the application of the precaution-
ary principle as a safeguard the follow-
ing elements are to be considered: sci-
entific uncertainty (related, for example, 
to a lack of knowledge or a situation of 
ambiguity), seriousness of risk (a particu-
lar threshold of possible harm must be 
present, but EU institutions enjoy some 
discretion in establishing what counts as 
reasonable grounds for concern), level of 
scientific analysis (a scientific examina-
tion must have been done), and charac-
teristics of the uncertain risks.

The RECIPES guidance 
proposes to use the 

precautionary principle in 
two ways, as safeguard 

and compass.
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Scientifically underpinned grounds for 
concern are enough to justify precau-
tionary action in cases of uncertain 
risks. In such cases, action requires nei-
ther scientific certainty nor an exhaus-
tive risk assessment. Uncontested scien-
tific proof of risk cannot be available in 
cases of uncertain risks. In 2021 the EU 
Court of Justice re-confirmed with re-
gard to plant protection products that 
“an exhaustive risk assessment cannot 
be required in a situation where the pre-
cautionary principle is applied, which 
equates to a situation in which there is 
scientific uncertainty”.1 

The use of cost-benefit analysis is of 
limited value in cases that require the 
precautionary principle. Not only can 
the risks assessment of new products and 
technologies be plagued by inconclusive 
evidence and uncertainties, but also the 
proclaimed benefits can often not be 
known (exactly) beforehand. Fundamen-
tally unknown costs cannot be weighed 
against fundamentally unknown benefits 
without making highly speculative as-
sumptions. If risks can be reliably quan-
tified it is the principle of prevention that 
is applicable instead, and regulators can 
set an acceptable risk level and imple-
ment the risk reduction measures needed 
to keep the risk at an acceptable level.vii

vii However, what is acceptable at one point in time may not be at a later point, so that reviews of risk management are required.

The choice of who or what gets the 
benefit of the doubt is a policy issue 
and should be made explicitly. The de-
cision on whether precautionary action 
is justified in a given situation needs to 
take into account the ‘knowledge condi-
tion’ (e.g., reasonable grounds for con-
cern) and consider what is at stake for 
whom, and subsequently choose which 
interest(s) is/are given the benefit of the 
doubt: environmental protection, pub-
lic health, social rights, intergeneration-
al justice, national economy, or specific 
economic interests, to name just a few. 
Such risk-management decisions need 
to be informed by transparent deliber-
ation over and communication of the 
outcomes of the risk assessment (what is 
known or unknown, can be known, can-
not be known) and in consideration of 
wider social and economic factors, legal 
requirements such as a chosen level of 

environmental or human health protec-
tion, and policy imperatives such as the 
Sustainable Development Goals. 

Precautionary principle as a compass

Besides being a safeguard and legal prin-
ciple, the precautionary principle should 
also be applied as a compass and policy 
principle in research and innovation. In 
this function the precautionary principle:

triggers upstream debates and re-
search about the potential impacts of 
emerging technologies and related 
innovation pathways;

helps anticipate potential risks and 
unintended outcomes; 

helps stimulate early adjustments in 
innovation development.

© unsplash.com / Andras Joo
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This implies a broadening of innovation 
processes in two ways: making space 
for the societal and environmental as-
pects of the technology besides only the 
technical, scientific and economic ones,  
and anticipating how the technology will 
function in society.

The compass function of the precau-
tionary principles links to the dilemma of 
control. By the time the environmental, 
health-related and other social implica-
tions of technologies become manifest 
(possibly only in multi-decadal time-
frames), they may be widely embedded 
in societal structures so that a change of 
direction is hardly or no longer possible. 
Use of the precautionary principle as a 
compass and policy approach means 
carrying out activities at an early stage 
and on an ongoing basis in technolo-
gy development to anticipate possible 
risks. One example activity is funding of 
early and ongoing risk research. Anoth-
er example activity is making early and 
repeated use of foresight approach-
es or extended forms of technology as-
sessment (such as constructive technolo-
gy assessment), in order to elucidate the 
possible risks and benefits by project-
ing different scenarios of innovation de-
velopment and their effects. Exploring 
possible risks and benefits for affected 
groups (e.g., consumers or workers) and 

for vulnerable groups (e.g., children or 
elderly people) and groups that cannot 
speak for themselves (e.g., future gen-
erations) requires the inclusion of differ-
ent expert disciplines (e.g., to deal with 
both physical and social impacts). Expe-
rience-based and practical knowledge 
is also needed; therefore the exploration 
should take place with the engagement 
of stakeholders. The time lags associat-
ed with non-linear impacts also require 
including groups of young people and 
addressing the issue of intergeneration-
al equity.

It is part of the dilemma of control that an-
ticipation may not provide scientific evi-
dence for adjustments in the innovation 
process because the technology is not yet 
sufficiently developed and widespread. 
Anticipation can, however, help to un-
derstand the relevant uncertainties and 
possible ways of exploring alternative 
innovation pathways. Anticipation activ-
ities are already taking place in EU inno-
vation governance, but could be applied 
more widely and systematically.

The knowledge generated by using the 
precautionary principle as a compass 
and policy principle can stimulate re-
sponsible innovation. Responsible in-
novation can consist of technologies 
that support new ways of living that are 

more protective for humans and the en-
vironment alike. It can also consist in the 
nurturing of more diverse innovation ap-
proaches (including social innovation) 
that help to better prepare for identi-
fied uncertainties, e.g. in regard to how 
a technology will work in different cul-
tural, social and ecological settings. The 
knowledge generated by using the pre-
cautionary principle as a compass can 
also help promote a timely and more 
broadly informed application of the 
precautionary principle in EU risk policy 
and regulation.

Phases of applying the precaution-
ary principle

The six phases of the application of the 
precautionary principle can be summa-
rised as follows: (1) ensuring value-based 
innovation processes, (2) a priori risk re-
duction through anticipation, (3) early 
warnings, (4) assessing the situation, (5) 
deciding on the appropriate measures 
and (6) monitoring the situation. The first 
two phases concern the use of the pre-
cautionary principle as a compass. The 
first step involves the choices as to what 
kind of innovation is going to be made, 
considering what innovations are need-
ed for the pursuit of values that drive EU 
policy such as a high level of protection 
of human health and environment, qual-
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Risk assessment, technology assess-
ment as well as innovation policies and 
funding need to be well-informed by 
the precautionary principle to ensure 
that situations that require considera-
tion of the precautionary principle can 
be detected more adequately and in a 
timely manner, and to ensure that new 
technologies become less likely to bring 
new risks. The well-organised and timely 

collection and generation of actionable 
knowledge2 is key for dealing prudently 
with uncertain risks. Actionable knowl-
edge for applying the precautionary 
principle is knowledge on the severity 
and nature of potential adverse effects, 
the nature of the uncertainties on the 
risks and proclaimed benefits, explicit 
articulation of knowledge gaps regard-
ing risks and benefits, and knowledge 

of possible alternatives to the risky tech-
nology or product under scrutiny.

Pluralisation of expert knowledge in 
scientific assessment is essential to 
ensure that science advice for policy 
(risk management and innovation gov-
ernance) is in line with the best avail-
able evidence and considers all rele-
vant scientific issues and knowledges. It 
should be ensured that as much relevant 
knowledge and experience as possible 
is brought to bear on decision-making 
about uncertain risks. This requires a 
transdisciplinary approach where not 
only scientific experts from multiple dis-
ciplines, but also other knowledge-hold-
ers (e.g., professionals, workers, con-
sumers or local people) are asked to 
contribute their specific knowledge re-
garding the likely consequences of the 
particular technology under scrutiny.

The EU needs to develop good prac-
tices and build capacity regarding how 
actionable knowledge for precaution 
can be fruitfully pluralised. It is impor-
tant to explicitly identify and mobilise rel-
evant knowledge-holders regarding the 
issue at hand. It further requires that risk 
assessors work with a greater diversity of 
ways of knowing than it is the case today. 
Good practices need to be developed for 
weaving a wider range of knowledge, 
such as experience-based or practical 

ity of life or sustainable development. By 
anticipating possible negative side ef-
fects of alternative technological or so-
cio-technical innovation pathways, the 
precautionary principle can help steer 
technology and innovation development 
into societally beneficial directions. The 
precautionary principle as a safeguard is 
relevant as soon as there are reasonable 
grounds for concern as regards a specif-

ic technology. The principle also benefits 
risk assessment processes by pointing 
to scientific uncertainty and knowledge 
gaps. Moreover, evaluation should be 
made as to which measures are appro-
priate to implement, considering what 
can and should be done, as well as who 
can and should act. Finally, the situation 
should be monitored once the measures 
have been taken. 

Organisation of expertiset for the two-way use of 
the precautionary principle

© pixabay / Hubi .img
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knowledge into risk assessments. Par-
ticipatory and deliberative governance 
approaches play a crucial role here (see 
next section). To pursue pluralisation of 
knowledge while attending to power re-
quires preventing corporate capture or 
misinformation campaigners slipping 
into spaces of knowledge co-creation.

Explicit and transparent problem 
scoping in risk assessment is essential 
to ensure that the right questions are 
addressed, relevant aspects and dimen-
sions of the issue are not overlooked, and 
problem boundaries in the assessment of 
the uncertain risks are set wide enough to 
include the concerns of those affected by 
the risks and the risk regulation.

Policymakers should require that risk 
assessment includes systematic and 
transparent appraisal of scientific un-
certainties, knowledge gaps and igno-
rance. An informed application of the 
precautionary principle requires that 
risk assessment authorities identify and 
characterise the concrete nature of the 
limitedness or even absence of scientific 
knowledge (known unknowns and data 
gaps) in a given case, and communicate 
the uncertainties and conclusions about 
the plausibility of possible adverse ef-
fects to policymakers and risk managers.

There is room to reform the regulatory 
system to become more flexible to act 

on early warnings and more open to in-
clude externally produced knowledge 
(various forms of knowledge produced 
outside of academia or governmental 
agencies) in routinised assessment pro-
cesses and guidelines. It should consider 
a wide range of potentially relevant as-
pects of risks, including non-standard-
ised so-called ’endpoints’ of the risk as-
sessment. There are reported cases in the 
past, where uncertain risks that should 
have required precautionary action were 
overlooked due to blind spots in the risk 
assessment protocols and guidance doc-
uments used by EU agencies. Knowledge 
about risks that do not fit in these pro-
tocols (mostly academic scientific stud-
ies published in peer-reviewed literature) 
were downplayed, marginalised or ig-
nored. Too often, it is necessary that co-
alitions of concerned scientists and soci-
etal actors step in and ‘break the script’ of 
routinised assessment and management 
processes in order to recognise key uncer-
tainties and the potential for serious harm 
to human and environmental health.

Limited learning and information shar-
ing across regulatory domains weakens 
the system’s overall capacity to identi-
fy, understand and manage plausible 
threats. Ongoing reforms towards a ho-
listic approach to chemical authorisation 
and regulation at EU level (‘one chemical, 
one assessment’) could lead to improved 
outcomes. Steps must be taken to ensure 

that efforts to streamline research and 
assessment methodologies across agen-
cies and issue areas do not create new 
blind spots.

Regrettable substitution tends to arise 
from a lack of foresight and non-con-
textual, substance-centric thinking. 
The potential for incremental learning 
through repeated assessments of similar 
substances may be a strength and not a 
weakness.

The search for less harmful and eco-
logically more sustainable alternatives 
needs to inform the broader range of 
public and private research and inno-
vation infrastructures (e.g., research 
and education funding). The EU should 
target its substantial legal and financial 
capacity towards the definition of more 
ecologically sustainable and, more gen-
erally speaking, societally beneficial in-
novation pathways. Both the use of the 
precautionary principle as a safeguard 
and as a compass can contribute to tech-
nologies, innovation and lifestyles that 
do less harm to humans and the environ-
ment and are respectful of social rights. 
It is important that knowledge collection 
and generation of the two ways of using 
the precautionary principle are well in-
terlinked and the results from both pro-
cesses are acknowledged as forming a 
body of actionable knowledge. 
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Inclusive and reflexive participatory 
processes are essential to promote 
good governance and adaptive policy-
making in the application of the pre-
cautionary principle as safeguard and 
compass. Under conditions of high levels 
of uncertainty a key question is: how to 
judge the severity of a (future) situation 
and the appropriateness of precaution-
ary measures, when the potential harm 
and its likelihood are unknown or high-
ly uncertain? In this situation, it requires 
the participation of a diversity of knowl-
edge-holders and stakeholders in the 
task of finding a balance between do-
ing too little or doing too much with re-
gard to the protection of human health, 
social rights (such as the right to safe 
and healthy work) and the environment. 
When a given uncertain risk is also sub-
ject to strongly divergent socio-cultural 
attitudes, political perspectives or eco-
nomic interests (high level of social ambi-
guity and potential for social conflict and 
mobilisation), a broad societal discussion 
may be required. 

Inclusive-deliberative processes can 
uncover the plurality of relevant knowl-
edge, of views and concerns of stake-
holders including citizens that need to 

viii The action catalogue, developed by the EU-funded Engage2020 project, can be viewed here: http://actioncatalogue.eu/

inform the application of the precau-
tionary principle. They can help address 
conflicts of knowledge, values and in-
terests that may be associated with the 
question of how to deal with the uncer-
tain risks of a given technology.

Participatory processes need to rely 
on sound expertise with regard to de-
liberative methods and analysis of sit-
uational factors. Tools such as the Ac-
tion Catalogueviii should be consulted as 
a database of methodologies for delib-
erative practices. The Action Catalogue 
is an online decision-support tool that 
enables researchers, policymakers and 
others conducting transdisciplinary re-
search to find appropriate participatory 
methods and formats for their specific 
needs. Funders and organisers of par-
ticipatory processes should have sound 
knowledge about, e.g., the level of ma-
turity concerning an innovation, the pre-
vailing risk-governance arrangements, 
the overall objective of stakeholder en-
gagement in those arrangements, and 
power asymmetries amongst stakehold-
ers, as well as other actors involved in the 
risk-governance process when choosing 
a specific method or format of participa-
tion. Furthermore, they should be aware 

of the general need for transparency 
with regard to participatory decision-
making processes.

Participatory-deliberative processes, 
implemented as instruments of good 
governance and adaptive policy-learn-
ing in the application of the precaution-
ary principle, should aim for fairness 
and competence. Inclusive as well as fair 
and competent participatory processes 
are vital for the EU to uphold its commit-
ment to good risk governance.

Public participation has been incorpo-
rated into international treaties such as 

Participatory processes to support the two-way 
use of the precautionary principle

© Pexels.com / Gunnar Ridderström
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the 1992 Convention on Biological Di-
versity, regional instruments such as the 
1998 Aarhus Convention, as well as in 
EU environmental legislation. Participa-
tory-deliberative practices need to be 
improved further to enable policy and 
decision makers to address the multi-
plicity of risks and the uncertainties as-
sociated with the most pressing societal 
problems and to learn to navigate in a 
multi-risk world, aiming for more resilient 
and sustainable societies.

Inclusive and reflexive participatory pro-
cesses on complex topics require buy-in 
and follow-through from policymakers 
and regulators. This demand should be 
reflected in the allocation of resources in 
project calls, regulation processes and 
decision-making. Ensuring fair and com-
petent participation requires that poli-
cymakers and regulators are able and 
expected to prioritise good governance 
practices and adaptive policy-learning. 
Such a prioritisation should be facilitated 
through the allocation of resources as 
a basic practice of regulation and deci-
sion-making.

ix The stock-taking report can be viewed here: https://recipes-project.eu/results/taking-stock-precautionary-principle-2000.
x  The case study reports can be viewed here: https://recipes-project.eu/results/analysis-case-studies.
xi The needs assessment report and the related RECIPES policy brief can be viewed here: https://recipes-project.eu/results/recipes-co-creative-pro-

cess-and-needs-assessment-results.

Main sources of information for the 
RECIPES guidance 
 
The main sources for the guidance are 
the insights that were gained through 
the following empirical activities of the 
RECIPES research project: 

An extensive review of literature and 
legal documents and a legal analysis 
of how the precautionary principle has 
been applied in practice at interna-
tional and EU level and in five Europe-
an countries since the year 2000.ix 

Nine case studies and an inter-case 
study analysis aimed at understand-
ing and analysing the commonalities 
and differences in the application of 
the precautionary principle towards 
innovation in the EU depending on the 
topic and the context.x 

A year-long stakeholder engagement 
process in which participants from 
the policy sector, industry/business 
(predominantly from the chemical, 
pharmaceutical and biochemical in- 
 

dustries), civil society (including organ-
isations in the areas of environmental 
protection, consumer protection, and 
occupational health and safety), and 
academia (mostly scholars of science 
and technology governance) identified 
needs with regard to the future appli-
cation of the precautionary principle. 
The stakeholders were asked what 
they thought is needed to ensure that 
the application of the precautionary 
principle encourages innovation and, 
through it, contributes to the achieve-
ment of societally beneficial goals.xi 

A series of review-workshops in which 
draft versions of the guidance were 
discussed amongst the abovemen-
tioned stakeholders as well as other 
knowledgeable stakeholders (includ-
ing European and national agencies in 
the fields of environmental protection, 
health protection, and occupational 
health and safety) who had not con-
tributed to the origin of the drafts, i.e. 
the stock-taking report, the case stud-
ies and the needs assessment.

https://recipes-project.eu/results/taking-stock-precautionary-principle-2000
https://recipes-project.eu/results/analysis-case-studies
https://recipes-project.eu/results/recipes-co-creative-process-and-needs-assessment-results
https://recipes-project.eu/results/recipes-co-creative-process-and-needs-assessment-results
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2 OVERALL INTRODUCTION

This guidance advises on how to deal re-
sponsibly with uncertain risksxii in the de-
velopment and implementation of tech-
nology in the European Union (EU). It 
helps EU risk regulation and innovation 
policy to use the precautionary principle 
for responsible technological innovation.

The guidance is motivated by recent de-
bates about the relationship between 
precaution and innovation. These de-
bates include calls for a critical review 
of the application of the precautionary 
principle and requests that we need to 
better understand how the precaution-
ary principle can support current EU re-
search and innovation strategy and its 
ambitions to promote value-driven inno-
vations and achieve sustainability goals. 

The guidance supports the idea that 
there is no inherent contradiction be-
tween precaution and innovation, and 

xii ’Uncertain risks’ are understood in the RECIPES guidance as threats for which it is not possible 
to confidently quantify the magnitude of a defined and agreed range of outcomes or the 
probabilities of these outcomes.

xiii For example, the European Environmental Agency (EEA) or the European Food Safety Authority 
(EFSA).

xiv For example, the Science Advice for Policy by European Academies (SAPEA), the European 
Political Strategy Centre (EPSC), or the European Parliament’s Panel for the Future of Science and 
Technology (STOA).

that a prudent use of the precaution-
ary principle can help steer innovation 
in societally beneficial directions. Target 
groups of the guidance are primarily EU 
policymakers, EU agenciesxiii and EU 
policy support organisations and bod-
iesxiv  that are concerned with risk reg-
ulation or the governance of science, 
technology and innovation. The guid-
ance offers them ideas about how to 
further improve addressing uncertain 
risks in EU risk regulation and innova-
tion policy.

The guidance also addresses research-
ers and innovators and the multitude 
of societal actors who can contribute 
to a society-wide innovation system. 
The guidance illustrates to these tar-
get groups that their contributions are 
needed for applying the precautionary 
principle for responsible technological  
innovation. 

© pexels.com / Tima Miro Shnichenko
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2.1  The precautionary principle and responsible innovation

In the past decade, the EU has fostered 
an innovation ecosystem in which tech-
nologies (and other innovations) are not 
thought of as ends in themselves, but are 
brought in line with fundamental values 
and principles upon which the EU is built. 
These include – amongst others – the 
right to life, the right to liberty and se-
curity, a high level of human health and 
a high level of environmental protection 
and the improvement of the quality of 
the environment.3 

The current research and innovation 
strategy of the European Commission 
(2020-2024) identifies research and in-
novation as a key driver in achieving 
European Commission goals that are 
geared towards a sustainable and pros-
perous future for people and the plan-
et, based on solidarity and respect for 
shared European values. Among other 
things, the Commission’s research and 
innovation strategy identifies the follow-
ing tasks for research and innovation. 
Research and innovation shall help re-
store ecosystems and give space to na-
ture so that Europe can become the first 
climate-neutral continent. They shall 
help improve people’s health at all ages, 

tackle emerging threats and improve 
crisis preparedness so that citizens are 
protected and European values defend-
ed. They shall further help develop in-
novations, policies and institutions to 
support democratic processes and en-
hance trust in democratic institutions, so 
that more resilient democracies are built 
across the EU 4.

The European Commission’s research 
and innovation strategy with the Euro-
pean Green Deal and related EU poli-
cy frameworks support the ‘responsible 
innovation’ agenda. ‘Responsible Re-
search and Innovation’ was introduced 
as a crosscutting issue under the EU 
Framework Programme for Research 
and Innovation ”Horizon 2020” (2014-
2020), and became an operational ob-
jective of the strategic plan for the next 
and current EU Framework Programme, 
”Horizon Europe” (2021-2027). In EU 
Member States, there are also research 
funding initiatives that operate under 
responsible innovation taken by national 
research councils such as, for example, 
the UK Engineering and Physical Scienc-
es Research Council (EPSRC), the Dutch 
or the Norwegian Research Council.  

The concept also resonated outside the 
EU, notably in the United States.

Scholars have provided a variety of per-
spectives of what needs to be addressed 
by responsible innovations. The edi-
tors of an International Handbook on 
Responsible Innovation however see a 
shared notion: ”Responsible innovation 
advocates will argue that the innovation 
process is neither steerless nor inherent-
ly good. Instead of being steerless, inno-
vation can be managed and a growing 
body of research constitutes a testimony 
on how we can manage innovation and 
shape technologies in accordance with 
societal values and expectations as well 
as (re-direct) them towards normative 
targets such as sustainability goals.”5  

The RECIPES guidance links the 
precautionary principle to the 
concept of ’responsible innovation’ 
and highlights the precautionary 
principle as an important enabler 
to the implementation of this new  
approach to the governance of re-
search and innovation.

The guidance connects the precautionary principle with a new concept 
of governing research and innovation
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A key prerequisite for responsible inno-
vation is a form of governance that will 
drive innovation towards societally de-
sirable outcomes, using inclusive innova-
tion processes in which all relevant actors 
commit themselves to these outcomes. 
The European Green Deal and the EU 
Framework Programme Horizon Europe 
with its mission-oriented approach and 
the thematic clusters centred around the 
United Nations’ Sustainability Develop-
ment Goals can be seen as incorporating 
this idea.

Another key prerequisite for responsible 
innovation is a form of governance that 
will improve dealing with unintended 
consequences of innovation in the pro-
cess of research and innovation. This re-
quires mechanisms for anticipating and 
responding to possible harm associated 
with innovation and applies to innova-
tions which promise to deliver a collec-
tively defined societal purpose (e.g., cli-
mate protection technologies can also 
have unintended and undesired effects 
that need to be addressed) as well as 
to innovations in general. The concept 
of responsible innovation addresses the 
observation that market innovations do 
not automatically lead to results that are 

beneficial to society as a whole or else 
may be accompanied by negative side 
effects.

Science and technology scholars have 
argued that there is a need to promote 
anticipation, reflexivity, inclusion and 
responsiveness in the governance of 
science, technology and innovation6.  
More anticipatory, reflexive, inclusive 
and responsive forms of governing make 
it easier to raise, discuss and respond to 
questions about both the intended and 
unintended impacts of science, technolo-
gy and innovation.6 They facilitate direct-
ing or re-directing innovation, and the 
science and research intended to lead to 
it, towards societally beneficial ends such 
as sustainability goals or maintaining 
high levels of protection of human and 
environmental health. 

The RECIPES guidance shows that 
the precautionary principle can 
serve as an important tool to 
make innovation governance more 
anticipatory, more reflexive, more 
inclusive and deliberative, and, in 
total, more responsive in the EU.

21
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Specifically, the guidance highlights  
how the precautionary principle can 
be used for responsible technological  
innovation in the EUxv. Creativity, entre-
preneurship and the general impulse to 
create solutions with the help of science 
and technology are certainly admirable 
traits which have brought many benefits 
for humanity. The sobering fact is that 
scientific and technological progress 
have not necessarily been accompanied 
by human or environmental progress in 
the past. In the context of the increasing 
transgression of planetary boundaries, 
in many cases because of (unsustainable) 
technologies, the need for governments 
to take responsibility grows significant-
ly. The guidance subsequently responds 
to an urgent need for more guidance on 
when and in what ways the precaution-
ary principle can be applied towards 
new or established technologies.

xv The focus includes new and existing technologies as well as cross-cutting technologies such as nanotechnology and specific technologies such as weed 
control products. The RECIPES case study on the latter illustrates the importance of the precautionary principle in addressing systemic challenges such 
as biodiversity loss.

The RECIPES guidance thus sees the ap-
plication of the precautionary principle 
as going beyond formal inclusion of the 
principle in EU policies or regulations for 
the authorisation of products or process-
es (which we refer to as the ‘application 
of the precautionary principle as a legal 
principle and safeguard’). There are oth-
er ways to use the precautionary princi-
ple in shaping our common technological 
future such as foresight processes, an-
ticipatory risk research and monitoring.  
Policymakers can use funding and incen-
tive schemes for research, development 
and innovation that are accompanied by 

a strengthened emphasis on such pre-
caution-related mechanisms (which we 
refer to as the ‘application of the precau-
tionary principle as a policy principle and 
compass’ in innovation policy and devel-
opment).

The knowledge generated through the 
use of the precautionary principle as  
a compass (e.g., via technology assess-
ment, foresight processes or risk re-
search) can help promote a timely and 
more broadly informed application of 
the precautionary principle as a safe-
guard in EU risk policy and regulation.  
Exercise of the precautionary princi-
ple as a compass has value, also inde-
pendently of the precautionary prin-
ciple formally included in policies or 
regulations. It can stimulate and shape 
‘responsible innovation’, e.g., clean pro-
duction, development of inherently safe 
chemicals as alternatives for currently 
used chemicals of concern, technologies 
supporting new ways of living that offer 
greater protection for humans and the 
environment alike. 

The guidance highlights how the precautionary principle as safeguard and 
compass can be used for responsible technological innovation

The document identifies two ways 
in which the precautionary prin-
ciple can operate for responsible 
technological innovation in the 
EU: safeguard and compass. The 
safeguard function builds on the 
precautionary principle as a legal 
principle, the compass function on 
the precautionary principle as a 
policy principle.
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2.2  Structure of the guidance

The document provides guidance 
regarding the proposed two-way use 
of the precautionary principle by

outlining the founding features of the 
idea of precaution and the applica-
tion of the precautionary principle 
with a special focus on the relation-
ship between precaution and inno-
vation.

pointing out possible ways forward in 
the two-way use of the precautionary 
principle to enhance European soci-
ety’s capacity to anticipate, identify 
and manage scientifically uncertain 
but plausible and potentially serious 
risks in technological innovation.

pointing to existing tools and guide-
lines that can contribute to enhanc-
ing this capacity: by helping to build 
a strong basis of expertise for assess-
ing and communicating uncertainties 
and for related decision-making, and 
by helping to include relevant input 
(knowledge, values, concerns) of so-
cietal actors in dealing with uncertain 
risks through participatory processes.

The guidance document is organised in 
three parts. Each of them deals with one 
of the themes that the RECIPES project 
has identified as key themes for the ap-
plication of the precautionary principle. 
The three themes are: i) scope of appli-
cation, ii) organisation of expertise, and 
iii) participation.

Each part offers an executive summary 
that highlights the major points regard-
ing the specific theme and describes 
conclusions and advice from this part. 
The literature references are also listed 
separately for each part. Accordingly, 
the three parts can also be read as guid-
ance documents in their own right.

2.2.1  Scope of application

This part provides guid-
ance with regard to when 
the precautionary princi-
ple is relevant and in what 
ways it can be applied 

with regard to uncertain risks, in par-
ticular in relation to new technologies. 
It provides the basic understanding of 
the role of the precautionary principle 
which also informs the other two parts 
of the guidance. In particular, it points 
out how the application of the precau-
tionary principle as a legally given safe-
guard can be complemented by use of 
the precautionary principle as a policy 
approach and compass for directing in-
novation towards societally beneficial 

goals. It specifies that the precaution-
ary principle used as a safeguard is an 
instrument that lets policymakers inter-
vene when there are reasonable con-
cerns that an uncertain risk will do se-
vere damage. It offers considerations 
and principles that should be taken into 
account, underlining that standard in-
structions on the application of the pre-
cautionary principle are inappropriate 
given the advantages of a flexible use of 
the principle. Further, this part provides 
an overview of different ways through 
which the precautionary principle, used 
as a policy approach and compass, can 
be inserted in innovation processes.



24

This part of the guid-
ance looks more closely  
at knowledge-related as-
pects. It highlights that 
well-organised and timely  

collection and generation of ‘actionable 
knowledge’ – on the nature of the uncer-
tainties, the seriousness of potential ad-
verse effects, and possible alternatives to 
the risk (technology, product) under scru-
tiny – are key for dealing prudently with 
uncertain risks and for applying the pre-
cautionary principle prudently. The guid-
ance sets out possible ways to broad-
en and strengthen the knowledge base 
in dealing with uncertain risks. One key 
piece of advice is that policymakers and 
scientific expert advisors ensure that the 
widest possible range of potentially us-
able knowledge is included in problem 
scoping and the assessment of uncertain 
and potentially serious risks. The plural-
isation of the knowledge used in regula-
tory risk assessment is a tool to reduce 
the risk of blind spots that may result 
from taking into account exclusively ‘rou-
tine’ regulatory science. The guidance 
points out that invoking the precau-
tionary principle in risk assessment (as 
well as problem scoping) is a safeguard 
against understating uncertainty. It helps 
to avoid opting by default for the appli-

cation of a more narrow-focused quan-
titative risk assessment that is not suited 
to deal with states of knowledge charac-
terised by great uncertainties and/or ig-
norance. Learning within and across reg-
ulatory domains, and promoting early 
risk research and anticipatory and fore-
sight processes (use of precaution as 
a compass) are other possible ways to 
strengthen the knowledge base for deal-
ing with uncertain risks that the guidance 
identifies. The guidance points to a range 
of existing tools and guidelines that can 
be useful for building a broad actionable 
high-quality knowledge base.

 
 
This part of the guidance 
deals specifically with the 
topic of participation and 
highlights the value of 
participatory approach-

es in relation to precaution. It explains 
why participation should be inserted 
throughout the innovation cycle and pro-
vides considerations on how to strength-
en participation in the different phases 
of the innovation cycle in order to inform 
both the application of the precaution-
ary principle as a safeguard and the use 
of precaution as a compass. It points 
out in particular that participatory pro-
cesses can spark dialogue that helps to 

identify conflicting claims of knowledge 
and values which is important for deci-
sion-making on precaution. More specif-
ically, the guidance sets out what needs 
to be considered to reduce the likelihood 
of common shortcomings in designing 
and performing participation process-
es. It provides advice on how to select 
appropriate methods for participatory 
processes and to deal with questions 
of transparency, facilitation and power 
asymmetries in participation processes. 
It points to a number of existing tools and 
guidelines that can help in dealing with 
related issues.

2.2.2  Organisation of expertise

2.2.3  Participation

24
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xvi  The stock-taking report can be viewed here: https://recipes-project.eu/results/taking-stock-precautionary-principle-2000.
xvii The case study reports can be viewed here: https://recipes-project.eu/results/analysis-case-studies. 
xviii The needs assessment report can be viewed here: https://recipes-project.eu/results/recipes-co-creative-process-and-needs-assessment-results.

The guidance that this document offers 
is based on the results of research car-
ried out in the context of the EU-funded 
project entitled “REconciling sCience, In-
novation and Precaution through the En-
gagement of Stakeholders” (RECIPES). 

The main sources for the guidance are 
the insights that were gained through 
the following empirical activities of the 
research project. First, RECIPES carried 
out an extensive review of literature and 
legal documents and a legal analysis 
of how the precautionary principle has 
been applied in practice at international 
and EU level and in five European coun-
tries since the year 2000.xvi Second, RECI-
PES conducted nine case studies and an 
inter-case study analysis aimed at under-
standing and analysing the commonali-
ties and differences in the application of 
the precautionary principle towards in-
novation in the EU depending on the topic 
and the context.xvii Third, RECIPES carried 
out a year-long stakeholder engage-
ment process in which participants from 
the policy sector, industry/business (pre-

dominantly from the chemical, pharma-
ceutical, and biochemical industries), civil 
society (including organisations in the ar-
eas of environmental protection, consum-
er protection, and occupational health 
and safety), and academia (mostly schol-
ars of science and technology govern-
ance) identified needs with regard to the  
future application of the precautionary 
principle. The stakeholders were asked 
what they thought is needed to ensure 
that the application of the precaution-
ary principle encourages innovation and, 
through it, contributes to the achieve-
ment of societally beneficial goals.xviii 
Fourth, RECIPES carried out a series of 
review-workshops in which draft ver-
sions of the guidance were discussed by 
the abovementioned stakeholders and 
other knowledgeable stakeholders (in-
cluding European and national agen-
cies in the fields of environmental protec-
tion, health protection, and occupational 
health and safety) who had not contrib-
uted to the originating of the drafts, i.e., 
the stock-taking report, the case studies 
and the needs assessment.

2.3  Sources of the guidance

© unsplash.com / freestocks
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3.1   Executive summary 
 
The precautionary principle is an im-
portant instrument for EU law and pol-
icy. The precautionary principle tradi-
tionally ensures that policymakers can 
adopt decisions in situations of scientific 
uncertainty. 

The precautionary principle is a gener-
al principle of EU law, laid down in EU 
legislation and case law. This implies 
that there are in principle no defined 
boundaries with regards to the question 
of which risks or what technologies it can 
be applied to.  

The precautionary principle is an open 
and flexible principle. It is not – and can-
not be – used as a rigid decision instru-
ment. The principle urges policymakers 
to carefully reflect on the situation and 
the uncertainties around it, but does not 
offer predetermined solutions. This also 
implies that it leaves more room for the 
discretionary power of policymakers 
than during situations of standard risk 
management. What the best course of 
action is in the case of an uncertain risk, 
depends very much on the context of the 
situation. This emphasis on prudence – 
and the subsequent open-endedness 
and flexibility – forms arguably the core 
strength of the principle. 

 
 
The use of the precautionary principle 
however also poses challenges to pol-
icymakers. They are expected to ma-
noeuvre levels of uncertainty to find the 
right course of action in a specific situ-
ation. Meanwhile, different stakehold-
ers might address them with varying 
demands and considerations. Some 
stakeholders fear that the precautionary 
principle is applied haphazardly, there-
by discouraging innovation. Others are 
afraid that the scope of the precaution-
ary principle will be too limited, resulting 
in serious harm to human health and the 
environment.

This guidance proposes a two-way use 
of the precautionary principle. On the 
one hand, the precautionary principle 
acts as a legal safeguard, through its 
formal inclusion in EU policies or regula-
tions for the authorisation of products or 
processes. The use of the precautionary 
principle as a safeguard is an approach 
for policymakers and legislators to bet-
ter anticipate and respond to uncertain, 
however potentially serious, risks. In this 
way it is particularly tied to the dimen-
sions of responsiveness and reflexivity of 
the concept of Responsible Innovation.

3 GUIDANCE  
ON THE SCOPE OF 
APPLICATION OF THE 
PRECAUTIONARY 
PRINCIPLE
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On the other hand, the precautionary 
principle can also be used proactively 
as a compass and policy principle that 
helps policymakers guide innovation to-
wards more societally acceptable direc-
tions. Introducing precaution into the 
processes of innovation will result in tech-
nologies that are better suited to the de-
mands and values of society. 

As a safeguard, the precautionary prin-
ciple works as an appeal to prudence: 
when there are reasonable grounds for 
concern on the possible damage that a 
substance, process or innovation could 
cause or when such a substance, pro-
cess or innovation proves more harmful 
than first understood, the precaution-
ary principle permits policymakers and 
legislators to intervene despite scientific 
uncertainty. The precautionary principle 
is based on the acknowledgment of the 
limits of science in providing full certain-
ty; in this case too policymakers should 
still be able to act, ensuring the appro-
priate level of protection. As such, the 
precautionary principle functions as a 
guiding principle which provides helpful 
criteria for determining the best course 
of action in confronting situations of po-
tential risk and scientific uncertainty on 
the probability of harm. 

For the application of the precaution-
ary principle as a safeguard the follow-

ing elements are to be considered: sci-
entific uncertainty (related, for example, 
to a lack of knowledge or a situation of 
ambiguity), seriousness of risk (a particu-
lar threshold of possible harm must be 
present, though EU institutions enjoy a 
degree of discretion in establishing what 
counts as reasonable grounds for con-
cern), a level of scientific analysis (a sci-
entific appraisal must have been carried 
out) and the characteristics of the uncer-
tain risks. 

Precautionary action requires scientifi-
cally underpinned grounds for concern, 
not certainty nor an exhaustive risk as-
sessment. Uncontested scientific proof 
of risk cannot be required in cases of 
uncertain risks. The EU Court of Justice 
re-confirmed in 2021 in regard to plant 
protection products that “an exhaustive 
risk assessment cannot be required in a 
situation where the precautionary princi-
ple is applied, which equates to a situa-
tion in which there is scientific uncertain-
ty.” (Case C 499/18 P, para. 81)

The use of cost-benefit analysis is of 
limited value in cases that require the 
precautionary principle. Not only can 
the risks assessment of new products 
and technologies be plagued by incon-
clusive evidence and uncertainties, the 
proclaimed benefits are often also un-
clear. Fundamentally unknown costs 

cannot be weighed against fundamen-
tally unknown benefits without making 
highly speculative assumptions. If risks 
can be reliably quantified it is the princi-
ple of prevention that is applicable rath-
er than the precautionary principle, and 
regulators can set an acceptable risk 
level and implement the risk reduction 
measures needed to keep the risk below 
the maximum acceptable level. However, 
acceptable risk levels often tend to be-
come lower. What is acceptable at one 
point in time may not be at a later point, 
so that reviews of risk management are 
required. 

The choice on who or what gets the 
benefit of the doubt is a policy issue and 
should be made explicitly. The decision 
on whether precautionary action is jus-
tified in a given case needs to take into 
account the ‘knowledge condition’ (e.g., 
reasonable grounds for concern) and 
what is at stake. Subsequently a choice 
will be made as to which interest(s) is/
are given the benefit of the doubt: envi-
ronmental protection, social rights, cor-
porate interests, intergenerational jus-
tice or national economy, to name a few. 
Such risk management decisions need to 
be informed by transparent deliberation 
– that should be available for the public 
– over the outcomes of the risk assess-
ment (what is known, is unknown, can 
be known, cannot be known) and made 
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in consideration of wider social and eco-
nomic factors, legal requirements such 
as a chosen level of environmental or hu-
man health protection, and policy imper-
atives such as Sustainable Development 
Goals.

The six phases of the application of the 
precautionary principle can be summa-
rised as follows: (1) The choice for re-
sponsible innovation and innovation pro-
cesses, (2) a priori risk reduction through 
anticipation, (3) dealing with early warn-
ings, (4) assessing the situation, (5) decid-
ing on the appropriate measures and (6) 
monitoring the situation.

Besides being a safeguard and legal 
principle, the precautionary principle 
should also be applied as a compass 
and policy principle in research and in-
novation. In this function the precaution-
ary principle:

triggers upstream debates and re-
search about the potential impacts of 
emerging technologies and related in-
novation pathways;

helps anticipate potential risks and 
unintended outcomes; 

helps stimulate early adjustments in 
innovation development.

Using the precautionary principle as a 
compass in innovation implies a broad-
ening of innovation in two ways: making 
space for the societal and environmental 
aspects of the technology besides only 
the technical, scientific and economic 
ones, and anticipating how the technol-
ogy will function in society. 

The compass function of the precau-
tionary principle links to the dilemma of 
control. By the time the environmental, 
health-related and other social implica-
tions of technologies become manifest 
(possibly only in multi-decadal time-
frames), they may be widely embedded 
in societal structures so that a change of 
direction is hardly or no longer possible. 
Use of the precautionary principle as a 
compass means carrying out activities at 
an early stage and on an ongoing basis 
in technology development to anticipate 
possible risks. 

The knowledge generated by using 
the precautionary principle as a com-
pass can stimulate responsible innova-
tion. Responsible innovation can consist 
of technologies that support new ways 
of living that are more protective for hu-
mans and the environment alike. It can 
also consist in the nurturing of more di-
verse innovation approaches (including 
social innovation) that helps to better 

prepare for identified uncertainties, e.g., 
in regard to how a technology will work 
in different cultural, social and ecologi-
cal settings. The knowledge generated 
by using the precautionary principle as a 
compass can also help promote a timely 
and more broadly informed application 
of the precautionary principle in EU risk 
policy and regulation.

© pexels.com / Isaque Pereira
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3.2   Introduction 

3.2.1  The need for this guidance

The precautionary principle is an im-
portant instrument for EU law and pol-
icy. However, it is sometimes not clear 
when the principle is relevant and in what 
ways it can be applied. It is a persistent 
myth that Europe suffers from excessive 
precaution. The RECIPES case studies, 
along with previous case studies on the 
application of the precautionary prin-
ciple in Europe and elsewhere, demon-
strate that precautionary interventions 
tend to be too late and to fall short of ad-
equately reducing occurrence of harm 
to human health and the environment. 

This guidance proceeds from this obser-
vation and seeks to identify barriers to 
precautionary action and suggest some 
ways of overcoming them.

Emerging developments in science and 
industry only strengthen the sense of ur-
gency for more guidance on the scope of 
application of the precautionary princi-
ple. New technologies provide ever more 
possibilities to alter the world in more de-
tailed, bigger and lasting ways. Aspects 
of our surroundings that were thought 
to be unchangeable have increasing-
ly become modifiable. Through nano-
technology some of the smallest physical 
building blocks can be influenced. Bio-
technology provides new ways to recre-
ate and transform life. Developments in 
information sciences, neuroscience and 
behavioural sciences even make human 
thought, conduct and reasoning subject 
to possible technological control. And the 
discipline of geo-engineering promises 
interventions that can affect the Earth 
as a whole. Moreover, while in the past 
human action could only affect people 
nearby and in the short-term, new tech-
nological developments often bear the 
potential of harming future generations 
and humanity as a whole.7  

New technologies offer all kinds of pos-
sibilities to solve important societal is-
sues. Medical technology for example 
has done a great deal to reduce human 
suffering and improve wellbeing. The in-
creased power by means of technology 
however also demands responsibility, 
as power exercised thoughtlessly often 
turns out to be destructive, power in the 
hands of a few tends to serve the goals 
of the few, and power that remains un-
checked often turns out to be corrupt-
ed. The past shows us that scientific and 
technological progress is not necessari-
ly accompanied by human or environ-
mental progress. In the context of the 
increasing transgression of planetary 
boundaries, in many cases because of 
(unsustainable) technologies, the need 
for government to take responsibility be-
comes urgent. 

This guidance subsequently answers an 
urgent need for more guidance on when 
and in what ways the precautionary 
principle can be applied towards new 
technologies. This will hopefully ensure 
a swifter and more effective use of the 
principle within EU innovation policy.

This guidance informs EU policymakers, 
scientific advisers and legislators 
about the scope of application of the 
precautionary principle. It is based on 
the research from the Horizon2020 
project RECIPES and part of a series of 
three sets of guidance. The other two 
focus on ‘Organisation and production 
of expertise’ and ‘Participation’.
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3.2.2  Outline of guidance

This document consists of three parts.
The first part clarifies when the precau-
tionary principle is relevant. This can help 
policymakers and legislators recognise 
when this principle, and, for example, not 
the prevention principle, is relevant. This 
part is useful for all policymakers and 
legislators who deal with the precaution-
ary principle in the context of technolo-
gies that are accompanied by uncertain 
risks, but is also useful for other stake-
holders e.g., producers who apply for 
market authorisations.

The second part specifically describes 
how the precautionary principle is to be 
used as a legal safeguard; as an instru-
ment that enables policymakers and leg-
islators to intervene when there are rea-

sonable concerns that an uncertain risk  
will do severe damage. It contains con-
siderations and principles that should be 
taken into account. This part is useful for 
policymakers and legislators who (possi-
bly) have to intervene in situations of un-
certain risks. 

The third part is specifically concerned 
with the use of the precautionary prin-
ciple as a compass and policy principle. 
Applying the precautionary principle as 
a compass has the potential to shape 
and (re)direct innovation pathways in 
such a way that the new technologies 
and products are designed to be safe, 
compatible with a circular economy and 
produced cleanly. This part is useful for 
policymakers and legislators in the field 
of innovation policy, as well as for inno-
vators themselves.

3.3   When to apply the precautionary principle 

3.3.1  The precautionary principle  
 in short

The precautionary principle guides pol-
icymakers faced with uncertain risksxix 
and public concerns around a technol-
ogy. The principle is based on the ac-
knowledgement of the limits of science 
in providing conclusive evidence, i.e., the 

xix  In the sense of: poorly characterised and plausibly serious hazards.

impossibility of absolute certainty, and 
the acknowledgement that public con-
cerns should be taken into account by 
public officials in a democracy. 

The principle essentially becomes rele-
vant when standard risk management 
procedures do not suffice because of a 
situation of uncertainty about the risk. 

When a risk poses a threat to human 
health or the environment, but the risk 
is difficult to assess scientifically, policy-
makers should still be able to act.

The precautionary principle was first 
developed in the early 1970s, as a le-
gal principle in domestic law in Ger-
many (the so-called ‘Vorsorgeprinzip’), 

© pexels.com / Cottonbro
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Switzerland and Sweden8. This ‘Vor-
sorgeprinzip’ was introduced as part of 
a policy for taking care of nature and 
the environment at a time when the lim-
itations of scientific understanding over 
environmental change became ap-
parent9. In the early 1980s, references 
to precaution, the precautionary prin-
ciple or to a precautionary approach 
found their way into the international 
setting10 and the principle was codified 
for the first time in 1992 in Principle 15 
of the non-binding Rio Declaration on 
Environment and Development11. In that 
same year, the precautionary principle 
was introduced in what is now called the 
Treaty of the Functioning of the Europe-
an Union, in Article 191. 

Today, a universally accepted definition 
of ‘the’ precautionary principle does not 
exist and we observe that different inter-
pretations of the precautionary principle  
are used at international, European and 
national level.

3.3.2  The place of the precaution- 
 ary principle within the EU

Within the EU, the precautionary princi-
ple is considered to be a general princi-
ple of EU law, laid down in the EU Treaty,  

xx This means that a rule in general always applies when particular clearly defined criteria are met. Principles on the other hand are only invoked after due 
consideration for which sufficient or necessary criteria are less easily definable.

xxi  “To ensure a sufficiently high level of protection for human health, including having regard to relevant human population groups and possibly to certain 
vulnerable sub-populations, and the environment, substances of very high concern should, in accordance with the precautionary principle, be subject 
to careful attention” (Regulation (EC) No 1907/2006 of the European Parliament and of the Council of 18 December 2006 concerning the Registration, 
Evaluation, Authorisation and Restriction of Chemicals (REACH), OJ L 396, 30.12.2006, recital 69).

legislation and case law. This implies that 
there are no defined boundaries with re-
gard to which uncertain risks or technol-
ogies it can be applied. 

Principles of EU Law are legal principles 
that – in contrast to a rule or a policy – are 
open-ended in character, not applied in 
an all-or-nothing approachxx, and do not 
dictate a particular outcome. Legal prin-
ciples can, in contrast to policies or ap-
proaches, also be legally binding and 
form the basis of specifically formulat-
ed rules. For example, the precautionary 
principle explicitly underpins EU’s Reg-
ulation of Registration, Evaluation, Au-
thorisation and Restriction of Chemicals 
(REACH). The rules in this Regulation, 
stipulating a registration and authorisa-
tion procedure, have in part been estab-
lished on the basis of the fact that the EU 
recognises the precautionary principle as 
a guiding standard.xxi

Considering the invocation of the pre-
cautionary principle, it is important to 
distinguish between applying the pre-
cautionary principle in the context of EU 
regulation and existing national laws (for 
example, in the context of REACH), and 
the political decision to invoke the pre 

cautionary principle for a particular sub-
ject matter before any regulation or law 
is available.12

In the first case, the action required for 
the application of the precautionary 
principle depends on the formulation 
of the principle in the specific legal act. 
For example, EU food safety legislation 
has expressly defined the precautionary 
principle for application in that sector. 
EU secondary environmental legislation 
however provides no equivalent defini-
tion, though, as we have noted above, 
the Treaty on the Functioning of the Eu-
ropean Union (TFEU) directly refers to 
the precautionary principle as a basis 
for EU environmental policy. This has left 
the precautionary principle open to in-
terpretation within each individual envi-
ronmental policy area.

Its flexibility and open-endedness are 
arguably one of the strengths of the pre-
cautionary principle.13 This also means 
that there is no clear rule for when and 
how the principle should be applied. The 
application of the precautionary princi-
ple has to be decided on a case-by-case 
basis. However, based on previous ap-
plications of the principle, legal literature  
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and the outcomes of the RECIPES pro-
ject, several general guidelines become 
clear for when the precautionary princi-
ple is relevant.

3.3.3  Guidelines for when the  
 precautionary principle is  
 relevant

Precautionary action means adopting 
risk management measures that reduce 
the probability – or remove the possibility 
– that the harm can occur, and/or reduce 
the magnitude of the harm, were it it oc-
cur.xxii The precautionary principle has 
been criticised by some for being ‘vague’ 
about which knowledge condition (sci-
entific uncertainty about possible harm) 
triggers its consideration. It is, however, 
evident that the term scientific uncer-
tainty cannot be defined and fixed with 
any degree of generality. What grounds 
for concern can trigger risk manage-
ment measures in a specific case of un-
certain risk? This is a key variable in the 
different understandings and definitions 
of the precautionary principle.14 In prac-
tice, precautionary interventions can be-
applied when the possibility of occur-
rence of harm is considered ‘plausible’, or 
when there are ‘reasonable grounds for 
concern’ regarding the potential harm of 
a substance, technology, process or in-
tervention.

xxii It is important to note that precautionary action does not automatically imply the implementation of bans (provisional or otherwise). There is a wide 
variety of regulatory measures that could be applied (See Renn O., and Dreyer, M. (2009). Food Safety Governance, Springer, pp. 80-81).

The following reflections and clarifica-
tions can help when dealing with the key 
question above. Four elements are espe- 

cially relevant in considering whether the 
precautionary principle is relevant.

RECIPES
  Precaution • Innovation • Science

Scientific uncertainty

• A lack of data or inadequate   
 models of risk assessment.

• A form of indeterminacy, when not  
 all the factors influencing the  
 causal chains are known.

• Ambiguity or contradicting   
 data/opinions.

• The fact that certain risks are still  
 unknown, which often is labelled  
 as ‘unknown unknowns’, boiling  
 down to border with ignorance.

Seriousness of the 
risk

• A particular threshold of possible  
 harm must be at stake.

• Acceptability of the harm can also  
 be related to the extent that it is,  
 for instance, deemed unnecessary  
 or easily preventable.

• Every situation where there are  
 reasonable grounds for concern  
 that the potentially dangerous  
 effects on the environment,   
 human, animal or plant health  
 may be inconsistent with the level  
 of protection chosen for the EU.

Some form of 
scientific analysis

• The precautionary principle is not  
 intended to apply to hypothetical  
 effects or imaginary risks, and it  
 should be based on a scientific  
 examination of the issue.

• It may very well make sense to  
 acknowledge the precautionary  
 principle and scientific uncertainty  
 in the risk assessment phase.

• The ‘seriousness’ of the expected  
 damage should be taken into   
 account.

The characteristics of the 
risks and risk anticipation

• Novelty: Technologies that are  
 relatively new and which are   
 subsequently accompanied by  
 unknown effects.

• Knowledge: Technologies that  
 present a new state of knowledge  
 that requires reconsideration of  
 possible risks.

• Systemic risks: the negative   
 effect is often not merely   
 demarcated by a specific   
 incidence, but tends to affect a  
 whole system or even multiple.

• Dependencies: disruption of   
 systems on which humans are  
 dependent.

• Vulnerabillity: systems that do not  
 have the ability to recover or   
 ‘defend’ themselves.

• Irreversibility: The irreversibility of  
 effects intrinsically poses   
 difficulties for control as it   
 prevents going back to the known  
 and secure situation.

Figure 1: Four elements to consider whether the precautionary principle is relevant

Figure 1: Four elements to consider whether the precautionary  
 principle is relevant
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The basic triggers for the application of 
the precautionary principle are the seri-
ousness of the harm and the scientific un-
certainty around it.15 The potential conse-
quences of a risk are what matter more 
than the probability of occurrence. It is 
not the level of probability that triggers 
application of the precautionary princi-
ple, but the existence of tenable and sci-
entifically underpinned grounds for con-
cern. In other words, the precautionary 
principle is not about hypothetical risks 
or well-known risks where the probability 
of harm can be reliably quantified. The 
latter class of risks is the domain of the 
principle of prevention and regulators 
can set an acceptable risk level and im-
plement the preventative risk reduction 
measures needed to keep the risk below 
an agreed maximum acceptable level. 
In the case of risks that require the pre-
cautionary principle, the need for some 
kind of plausibility ‘proof’ of a threat of 
harm must therefore not run to demand-
ing conclusive evidence of this threat of 
harm to justify precautionary action. 
The EU Court of Justice indeed re-con-
firmed in 2021 in regard to plant pro-
tection products that “an exhaustive risk 
assessment cannot be required in a situ-
ation where the precautionary principle 
is applied, which equates to a situation in 
which there is scientific uncertainty”.16

3.3.3.1 Scientific uncertainty

The first element to consider is that of 
scientific uncertainty. When a technol-
ogy is accompanied by ‘uncertain’ risks, 
the knowledge required for standard 
assessment procedures is still lacking. 
The establishment of scientific certain-
ty about a risk is important because it 
determines the ability to manage a risk. 
There is no way to prepare or act in the 
face of harmful effects of something 
if not (enough) is known, for example, 
about the probability or the nature of the 
effects will be.  

Scientific uncertainty may mean different 
things in different situations, as different  
situations demand different types and 
extents of knowledge (see also RECIPES  
Guidance on The Organisation and Pro-
duction of Expertise). Furthermore, some- 
times more knowledge will expose even 
more uncertainties.17

We will now further elaborate on 
the four elements that are useful to 
consider whether the precaution-
ary principle should be applied:

Scientific uncertainty

The seriousness of the risk

The level of scientific analysis 
that has been done
  
The character of the technology 
or the anticipated risks

Scientific uncertainty remains as 
long as there is no certainty. The 
search for evidence never stops and 
evolves in the light of scientific and 
technological progress. It should 
not be forgetten that the absence 
of evidence of risk is not evidence 
of the absence of risk. Scientific un-
certainty can be related to:

A lack of data or inadequate 
models of risk assessment.

A form of indeterminacy, when 
not all the factors influencing 
the causal chains are known. 

Ambiguity or contradicting 
data/opinions.

The fact that certain risks are 
still unknown, which often is 
labelled as ‘unknown unknowns’, 
bordering ignorance.
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During most risk assessments, a large 
and diverse body of evidence has to be 
assessed. Often the quality of just ‘one’ 
piece of evidence is not sufficient to at-
tain scientific certainty about the risks in 
question. For example: though there may 
be evidence that a new material is less 
toxic than previously assumed, if there 

remains a significant lack of clarity about 
the possibilities of bioaccumulation, sci-
entific uncertainty about the situation as 
a whole is still relevant. It is therefore im-
portant to not reduce the risk assessment 
to single pieces of evidence, but to look at 
the situation as a whole (see: Guidance 
on organisation of expertise). 

There simply might not have been enough time 
to gather sufficient empirical evidence or de-
velop theories to adequately assess the na-
ture, seriousness or probability of the risks. For 
example, with regard to some new nanotech-
nology applications the precise effects on hu-
man health are still unclear. 

No research has yet been undertaken to study 
the effects of a technology. Scientific certain-
ty may even have been wilfully obstructed be-
cause of private interests, as has been the case 
with the risks of the chemical DDT. 

Certainty about risks are ‘inherently’ difficult 
to assess adequately. The use of gene drives 
for example might have effects on ecosystems 
worldwide. The interconnectedness of such 
ecosystems with other ecosystems and social  

 
systems, such as agricultural systems makes 
the risks of this technology inherently difficult 
to estimate. 

No clarity or consensus exists yet about the 
acceptability of a risk. The application of bio-
technology to humans for example brings up 
ethical discussions. A serious public debate is 
required before a standard risk assessment 
procedure can be established. 

There is an absence of applicable risk man-
agement or risk governance procedures. 
When the nature and the probability of a risk 
are known, but it is not known how to deal with 
it, there still exists fundamental uncertainty 
since the effects would be irreversible and un-
controllable.

3.3.3.2 Seriousness of the risk

A second element to consider is the se-
riousness of the risk. The precautionary 
principle is not applied to just any type 
of uncertain risk. A particular threshold 
of possible harm must be at stake. It is 
however difficult and even ill-advised to 
qualify rigid thresholds completely be-
forehand. In some cases, new insights 
can emerge with regards to what types 
of harm are acceptable and new forms of 
harm or new exposure pathways might 
be discovered when knowledge about 
risks advances. Moreover, the accepta-
bility of the harm can also be related to 
the extent that it is, for example, deemed 
unnecessary or easily preventable.

As described in section 3.2.2, the pre-
cautionary principle is only mentioned in 
the Treaty on the Functioning of the Eu-
ropean Union in relation to the protec-
tion of the environment. In practice, the 
scope is broader18 and the principle can 
be invoked in every situation where there 
are reasonable grounds for concern that 
the potentially dangerous effects on the 
environment, human, animal or plant 
health may be inconsistent with the level 
of protection chosen for the EU.19 EU in-
stitutions moreover enjoy broad discre-
tion as to the level of risk deemed unac-
ceptable for society.20  

Box 1: Scientific uncertainty can have multiple causes* 

* Trescher et al. (2021). D2.5 Comparison of case study analysis with results of WP1. Available at www.recipes-project.eu.

http://www.recipes-project.eu


35

This broad discretion should howev-
er not lead to a situation where ‘all risks’ 
are to be avoided at all costs. Moreo-
ver, it could be important to contrast the 
risks concerned with the situation of ‘do-
ing nothing’. For example, uncertain risks 
related to the development of a vaccine 
might be justifiable in the case of a grow-
ing pandemic (though it should be noted 
that, for example, a lack of regulatory 
approval is also accompanied by risks 
related to public distrust). In any case, it 
is important to explain on what grounds 
and considerations a risk is deemed suf-
ficiently serious in a specific case. In this 
way companies also know what to ex-
pect when developing an innovation. 
They then better know what uncertain-
ties and types of harm to look for and 
avoid when researching and designing 
an innovation.  

3.3.3.3 Some form of scientific analysis

Thirdly, the precautionary principle is 
not intended to apply to hypothetical 
effects or imaginary risks, and it should 
be based on a scientific examination of 
the issue21. All legal formulations of the 
precautionary principle include a knowl-
edge condition, i.e., the tenability of the 
grounds for concern that justify applica-
tion. The UNESCO 2005 report stated 

for example that the judgement of plau-
sibility of the grounds for concern should 
be grounded in scientific analysis, it can-
not be a fantasy or wild speculation.22 
The European Commission’s 2000 Com-
munication on the precautionary princi-
ple states ‘reasonable grounds for con-
cern’ as a prerequisite for the adoption 
of ‘provisional risk management meas-
ures’.23  

It is difficult to qualify ’reasonable 
grounds for concern’ further, as this is 
highly dependent on the context of the 
situation. Notably, in the case of early 
warnings, scientists have often not yet 
been able to perform an analysis. The 

precautionary principle may trigger the 
need for such an analysis. In other words, 
it may very well make sense to acknowl-
edge the precautionary principle and sci-
entific uncertainty in the risk assessment 
phase, not limiting the principle to risk 
management. The guidance on social or-
ganisation of expertise discusses this in-
sight and its implications in more detail.

It should also be stressed that the ‘seri-
ousness’ of the expected damage should 
be taken into account in this case. When 
the expected damage is deemed to be 
enormous, the demands on a detailed 
and extensive scientific analysis should 
be less strict.

© pexels / Erik Mclean
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3.3.3.4 The characteristics of the risks  
 and risk anticipation

The fourth element to consider is the 
characteristics of the risks or the antici-
pated risks. Though it can depend on the 
context of the situation whether the pre-
cautionary principle is relevant, previous 
cases in which the principle was applied 
have some similarities:

Novelty
First of all, the precautionary princi-
ple is often applied to technologies that 
are relatively new and which are subse-
quently often accompanied by unknown 
effects. This was the case for example 
with biotechnology and the first gener-
ations of nuclear power plants. This is 
not surprising since technological ap-
plications that are merely slight adjust-
ments of existing technologies are less 
often characterised by uncertainties. To 
the extent that they are similar to older 
technologies, the way to measure their 
(possible) harm has already been exam-
ined as well as the best measures to take 
against their harms. 

Knowledge
The precautionary principle can also be 
used in cases of technologies that are not 
new, but present a new state of knowl-
edge that requires reconsideration of 
possible risks. For example, glyphosate 

was considered relatively safe to use and 
was marketed since the 1970s, but sub-
sequently new information and studies 
questioned its safety; because of the po-
tential impacts on the health and the en-
vironment, the precautionary principle 
hence applies.

Systems
The precautionary principle is also of-
ten used in the context of technologies 
that pose systemic risks. Their negative 
effect is often not merely demarcated 
by a specific incidence, but tends to af-
fect a whole system or even multiple (in-
terlinked) systems. In many cases, these 
are ecosystems, in some cases these are 
systems that are (indirectly) affected by 
the disruption of public health. Think for 
example of crucial professions – such as 
public transport, healthcare and educa-
tion – that can no longer fulfil their soci-
etal function when they are disabled on 
a large scale because of a pandemic. 
Characteristic in this regard is the fact 
that such risks often can spread or ‘spill 
over’. This makes them less easy to con-
tain and control. An example of this are 
neonics (neonicotinoids). The use of this 
class of neuro-active insecticides has 
been identified as one of several key fac-
tors that have been contributing to the 
sharp world-wide declines in pollinator 
diversity and abundance observed over 
the past decades. 

Dependencies
Another reoccurring aspect is that the 
technologies in question specifically dis-
rupt systems on which humans are de-
pendent. Their disruption often poses 
risks in relation to things that humans 
need to survive in the long run. A prime 
example of this are the different services 
that ecosystems provide, like food, puri-
fication of air and water, and flood reg-
ulation. This can however also relate to 
social systems. Some people for exam-
ple argue that the precautionary princi-
ple should be applied in the context of 
the use of AI in healthcare as people are 
considerably dependent on the sustain-
ability of the healthcare system. For ex-
ample, if a hospital decides to make use 
of one particular AI system to help doc-
tors with diagnosing their patients, mal-
functions in this system could disrupt the 
care that is given insofar as doctors have 
become used to or dependent on mak-
ing use of it.

Vulnerability
Another element that is often at play in 
the context of the precautionary princi-
ple is that of vulnerability. Precaution is 
especially relevant in relation to systems 
that do not have the ability to recover or 
‘defend’ themselves. This may both ap-
ply, for example, to natural systems and 
overlooked social groups. These are not 
only vulnerable in the sense that they are 
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less able to physically protect themselves 
and are more affected by changes in-
duced by new technologies, but also in 
the sense they often have less means to 
let their interests be known. Vulnerability 
in this sense logically requires a cautious 
approach and the social consequenc-
es of the introduction of new technolo-
gies and innovations should therefore be 
considered.

Irreversibility
The precautionary principle is often ap-
plied in the context of irreversible ef-
fects. The irreversibility of effects intrin-
sically poses difficulties for control as it 
prevents going back to the known and 
secure situation. Irreversibility is espe-
cially an issue in relation to the rights of 
future generations. Instigating irrevers-
ible negative consequences, for exam-
ple through introducing polluting and 
non-circular technologies, by definition 
diminishes the freedom of future gener-
ations. Irreversible negative effects are 
especially problematic in the context 
of finite resources. For example, mak-
ing use of the limited stock of oil world-
wide for airplane fuel not only leads to 
irreversible global warming effects, the 
same oil can subsequently possibly not 
be used again as a source to help kick-
start a transition to more new sustaina-
ble technologies and industries.

We will now turn to the question how the 
precautionary principle can be used as a 
safeguard.

The precautionary principle tradition-
ally serves as a legally provided safe-
guard that gives policymakers the nec-
essary space to intervene when there are 
reasonable concerns that an uncertain 
risk will do severe damage. The princi-
ple allows them to act prudently despite 
scientific uncertainty in the case of rea-
sonable concerns, for example through 
(temporarily) banning a technology. To 
ensure the chosen level of protection in 
the EU, policymakers are even obliged to 
make use of this safeguard. 

The principle however does not offer pre-
determined solutions. It is essentially an 
appeal to prudence. Policymakers should 
always carefully think for themselves 
about which precautionary measures 
are appropriate in a particular situation. 
Nevertheless, the following checklist pre-
sents some considerations and princi-
ples that are often relevant in the context 
of the application of the precautionary 
principle. Please note that these consid-
erations may, at times, be at odds with 

each other and need to be weighed and 
selected carefully when applied.

 
We will discuss the considerations and 
principles of these six phases in relation 
to the precautionary principle.

We distinguish six phases in the application of the 
precautionary principle:

1  Choosing value-based innovation processes 

2 A priori risk reduction through anticipation of possible 
risks before market introduction

3  Early warnings becoming strong enough to reach the 
policy agenda

4  Assessing the situation

5  Deciding on the appropriate measures

6  Monitoring the situation

3.4   The precautionary principle as a safeguard
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It is important to note that the precau-
tionary principle can only serve its func-
tion when a variety of other institutional 
requirements are met. Precautionary ac-
tion can only be taken to the extent that 
relevant knowledge about new uncer-
tain risks reaches the relevant authorities 
(see also: guidance ‘Organisation and 
production of expertise’). To guarantee 
this, there needs to be a certain degree 
of transparency, openness and trust in-
side the research and development com-
munity, and for example, room for whis-
tle-blowers and criticism. 

Researchers need to be able to commu-
nicate freely about (possible) new risks, 
and authorities have to be able to exam-
ine such warnings independently of po-
litical or private interests. Furthermore, 
there needs to be a certain degree of ac-
countability with regard to communicat-
ing such risks when necessary. This also 
requires clarity about such responsibilities 
and the burden of proof. Industry actors 
for example have to know what is expect-
ed from them with regard to the reporting 
and examining of early warnings. 

Also of primary importance in this regard 
is the research culture. When researchers 
and innovators are driven by a ‘move fast 

and break things’ approach and (finan-
cially) incentivised to bring a new prod-
uct on to the market as fast as possible, 
they are less inclined to take into account 
precaution and signal early warnings. 

Research programmes that, for example 
for example, have sustainability as an 
aim, as is the case with the new Horizon 
Programme, may have a more intrinsic 
incentive for being precautious.

Independence 
from private 
interests and 
accountability

Responsible 
research culture

Transparency, 
openness and 

trust

Box 2:  General preconditions for precautionary governance
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3.4.1  Choose responsible    
 innovation and responsible  
 innovation processes

The first step concerns the choices in 
what kind of innovation is going to be 
made. Good choices about the goals 
and values of the intended technology, 
and how innovation processes will be or-
ganised are the first step in precaution.

3.4.2  A priori risk reduction before  
 market introduction

If the precautionary principle only comes 
into play after the market introduction of 
new products and technologies and af-
ter early warning signals of unanticipat-
ed impacts have become strong enough 
to reach the policy agenda, harm is done 
that could have been avoided. In the lit-
erature on the precautionary principle, 
this is referred to as culpable ignorance). 
When precautionary thinking and sys-
tematic anticipation of possible negative 
side effects would steer and shape the 
innovation trajectory when new technol-
ogies are still on the drawing table, harm 
can be avoided before it materialises. As 
such, the use of the precautionary prin-
ciple should not only be about a poste-
riori control (after early warnings have 
reached the policy agenda), but also be 
about a priori risk management (inher-
ently safe/clean technologies). 

It also means that lock-ins on particu-
lar technologies should be avoided. To 
that end, the EU should strive to nurture 
a diverse plurality of competing technol-
ogies that can perform the same func-
tion (e.g., energy supply, transport, food 
packaging, telecommunication or infec-
tious disease control). Such alternatives 
should be developed in parallel so that, 

if one technology, product or substance 
turns out to bring unforeseen harm, a 
safer alternative can rapidly replace it. 
Investment in sufficient redundancy and 
diversification of technologies is essen-
tial for achieving a resilient society that 
can rapidly respond and adapt when 
early warnings of unacceptable side ef-
fects of innovations emerge.

These first two phases concern the use 
of the precautionary principle as a com-
pass. (See chapter 3.5: The precaution-
ary principle as a compass)

3.4.3  Early warnings

As soon as reasonable grounds for con-
cern are expressed, the precautionary 
principle as a safeguard will become 
relevant. Already in the case of such ear-
ly warnings, there ideally should already 
be responsibility with regard to examin-
ing them. There can be a duty for deci-
sion-makers to investigate. 

3.4.4  Assessing the situation

When there are indications that there 
are reasonable grounds for concern, it 
becomes necessary to assess the situ-
ation in more detail. This is the moment 
when there is a need for a risk assess-
ment, even though risk may not be as-

© unsplash.com / D ebby Hudson
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certained. To the extent that the situa-
tion allows, a scientific analysis is carried 
out and as much evidence as possible is 
collected. The EC Communication24 es-
tablished the precautionary principle as 
a principle relevant for risk regulation, 
specifically risk management. However, 
the precautionary principle may benefit 
risk assessment processes as well, point-
ing to scientific uncertainty and knowl-
edge gaps (see also Guidance on the or-
ganisation of knowledge and expertise).

When the risks can be reliably character-
ised and quantified, the principle of pre-
vention should be invoked. The principle 
of prevention is referred to in the Treaty 
of the Functioning of the EU that states 
that policy on the environment in the Un-
ion shall (also) be based on the principle 
that preventive action should be taken.25

The decision on whether precautionary 
action is justified in a given case needs to 
take into account the ‘knowledge condi-
tion’ (e.g., reasonable grounds for con-
cern). Subsequently, a choice has to be 
made as to which interest(s) is/are given 
the benefit of the doubt: environmental 
protection, protection of human health, 
social rights, corporate interests, inter-
generational justice or national econ-
omy, to name a few. Ultimately such 
decisions are taken on normative and 
political grounds and are therefore pri-
marily risk management decisions. 

The decision needs to be informed by 
transparent publicly available deliber-
ation over the outcomes of the risk as-
sessment (what is known, is unknown, 
can be known, cannot be known) and in 
consideration of wider social and eco-
nomic factors (e.g., proclaimed bene-
fits  of which there also can be inconclu-
sive evidence and uncertainties – societal 

needs, quality-of-life factors, etc.), legal 
requirements such as a chosen level of 
environmental or human health protec-
tion, and policy imperatives such as Sus-
tainable Development Goals. 

How to address wider social considera-
tions may already be defined in problem 
scoping and as part of the risk assess-
ment policy. Examples are the question 
of what weight should be given to pres-
ent versus future risks, or to risks to es-
pecially vulnerable groups versus risks 
to the general public. In order to strive 
to lower the general risk level and avoid 
precautionary action itself having seri-
ous adverse consequences, the decision 
as to what kind of precautionary action 
is required needs to consider risk offset-
ting, the pros and cons of different pre-
cautionary measures and the availability 
of alternatives for the regulated product 
or technology.

3.4.5  Deciding on the measures   
 that are appropriate

Once the relevance of the precaution-
ary principle and the need to take action 
has been established, it is necessary to 
assess which measures are the most ap-
propriate to take. The following consid-
erations are relevant as a minimum: 

The precautionary principle requires taking into 
account the following considerations, in risk assess-
ment as well: 

 Inclusiveness: include all actors that may be relevant for 
getting a full picture of the threat, such as those that may 
be affected by the innovation (see: Guidance on partici-
pation and Guidance on expertise). 

 Independence: be aware of the different interests of the 
parties that deliver information. If a party has a substan-
tial interest in the assessment of the situation, it might be 
better to let an independent party do it.

 
 Carefulness: different types of risks and different tech-

nologies require different standards and methods of risks 
assessment. (see: Guidance on organisation of knowledge 
and expertise).



41

Prohibit the technology: a first option 
is to completely ban the technology in 
question. Such a ban however can also be 
specified in terms of time and conditions. 
For example, banned until the safety of 
the technology has been assessed with 
certainty. In the case of a moratorium, an 
indication should be given about the evi-
dence that is necessary to lift a ban. It is 
however sometimes difficult to ever ac-
quire certainty in the case of biological 
systems due to their complexity. For ex-
ample, the use of Bisphenol A has been 
limited in the EU to protect health and 

environment because of its hazardous 
properties; it has been banned in infant 
feeding bottles since 2011 and in plastic 
bottles and packaging containing food 
for infants and children under 3 years old 
since 2018 with Regulation 2018/213.26 

Limited admission of the technology: 
Another option would be to allow for lim-
ited admission of the technology in ques-
tion. For example, in terms of:

Product: some neonics – a type of in-
secticide – have for example been 

What can be done? 
 
First of all, once the situation asks for precautionary 
measures it is useful to produce an overview of the ac-
tions that are possible. The following measures can in 
principle be taken as a minimum:

banned for certain applications, while 
others have not (yet).  

Area: some risks can be clearly limit-
ed to their application in a particular 
area. In some cases, like wind turbines, 
there are for example reasonable con-
cerns about the disruptive effects of 
noise pollution on the natural behav-
iour of animals, and thereby of their 
disruptive consequences. These risks 
do not apply when such technologies 
are not placed near a nature reserve.

Users: some uncertain risks are, espe-
cially in the case of health risks, limited 
to specific groups of people. Prohibi-
tion of a product could in that sense be 
limited to, for example, children, the 
elderly or the more vulnerable.   

Usage: finally, some uncertain risks 
are clearly related to their specific us-
age. In the case of PFAS-chemicals, a 
distinction is sometimes made by ju-
rists between non-essential use (not 
essential for the functioning of soci-
ety), substitutable use (essential but 
substitutable by safer chemicals) and 
essential use (and no suitable alterna-
tive exists).27

© pexels.com / Visually Us
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Adjustment of the technology: another 
option is the demand that the manufac-
turer of the technology adjusts it in such a 
way that the uncertain risks are resolved. 
Examples of this are kill switches in bi-
otechnology or removing the chemical 
that is causing the risks from a product.

Extra safety measures: in the case of na-
notechnology, the precautionary princi-
ple, for example, led to specific legislation 
in consumer product areas. Food consist-
ing of engineered nanomaterials should, 
according to the EU Novel Foods Regula-
tion,28 for example, be assessed using the 
most up-to-date test methods to assess 
their safety and specific methods appli-
cable to them may be required.29

Scientific development: the applica-
tion of the precautionary principle (also) 
leads to more research into the risks. As 
long as there is scientific uncertainty, re-
search is conducted until scientific uncer-
tainty disappears and scientific certainty 
is established.

Reversal of the burden of proof: the Eu-
ropean Commission is of the opinion that 
with prior approval mechanisms, the 
burden of proof is placed on the man-
ufacturer. In absence of such mecha-
nisms, this should not be the general rule, 
but may be applied ad hoc to the case.30

The relevant legal framework: depend-
ing on the risk and technology in ques-
tion, different (regional) laws may be ap-
plicable.

The policy framework: on top of the leg-
islation, policies might have been devel-
oped that can guide the decision.

Experience from earlier examples and 
solutions: it might be wise to look at sim-
ilar cases to assess which measures are 

appropriate and effective, mindful that 
uncertain risks (and their potential solu-
tions) are difficult to compare.

What should be done?
 
After it has been established what the options are, the 
question is what should be done. Relevant considerations 
to take into account are the following:

© pexels.com / Léo Léo
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Principles and considerations
 
Moreover, the following principles and considerations 
can play a role in deciding on what should be done31:

Legality: measures may not transgress 
existing laws. 

Non-discrimination is a general princi-
ple of EU law providing that similar sit-
uations must not be treated different-
ly unless there are objective reasons for 
doing so. For example, the adoption of 
restrictive measures justified by the pre-
cautionary principle for the protection 
of human health cannot create discrim-
inatory treatment between companies.32 

Non-discrimination can also be trig-
gered by the inconsistency of measures 
adopted under the precautionary prin-
ciple. For example, when EU countries 
adopt differentiated measures for the 
protection of human health, they might 
discriminate between national and 
non-national EU citizens.33

Consistency: the measures should, 
if possible, ideally be consistent with 
measures already taken. This ensures 
a sufficient level of legal certainty. It 
should however be noted that inconsist-
encies in the application of the precau-
tionary principle are deemed to arrive 
due to the specificity of different situ-

ations. Changes in the legal norms and 
the knowledge about a new technology 
can offer new insights into the measures 
that are necessary. One should thus be 
very reserved inferring general rules of 
consistency based on earlier measures.

Subsidiarity: the EU attaches impor-
tance to the principle of subsidiarity. 
This means that decisions are retained 
by Member States if the intervention of 
the European Union is not necessary. 
However, when a product or technolo-
gy is in development across the whole EU 
it might be advised to impose EU-wide 
measures. This depends on the extent 
that the EU has competence over the do-
main in question. 

Checks and balances: When it comes to 
the types of risks that the precautionary 
principle is concerned with, it is impor-
tant that there is a clear division of re-
sponsibility, accountability and oversight 
in relation to the measures taken. When 
the independence and quality of assess-
ments by industry is doubted, it is better 
to have an independent, disinterested 
actor be responsible for this.

Impact assessment 

When the precautionary principle is in-
voked, an impact assessment should 
be applied to set out the necessary ele-
ments for the exercise of the principle. It 
is important to note that uncertain situ-
ations are difficult to assess through the 
means of, e.g., a cost benefit analysis, 
and thus the impact assessments should 
be carried out sparingly. This is because 
fundamentally unknown costs cannot 
be weighed against fundamentally un-
known benefits without making highly 
speculative assumptions.34  

According to the EU Court, impact as-
sessments need to be carried out to as-
certain that a given measure is neces-
sary and appropriate for the pursuit of a  
legitimate aim.35 The EU Court also ar-
gues that the formal requirements of such 
an impact assessment are moderate.36  
It would not be sensible to argue that all 
precautionary interventions must prove 
that the benefits of a precautionary in-
tervention outweigh the costs, as this 
is often impossible to sufficiently make 
clear in the case of scientific uncertainty. 
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The EU courts have defined the princi-
ple of proportionality as requiring that 
measures are appropriate, suitable and 
should not go beyond what is necessary 
to achieve the objectives pursued.37 No-
tably, this can be difficult to assess in the 
case of uncertain risks.38 

When health is at stake, the European 
Court of Justice allowed competent au-
thorities wide discretionary power to de-
cide, on the basis of the ‘scientific risk 
assessment’, ‘which measures appear 
to it to be appropriate and necessary to 
prevent the risk materialising’.39 The EU 
Court also stated that ‘a cost/benefit 
analysis is a particular expression of the 
principle of proportionality in cases in-
volving risk management’.40

The Commission defines this as ‘com-
paring the overall cost to the EU of ac-
tion and lack of action, in both the short 
and long term .́ This is not simply an eco-
nomic cost-benefit analysis, but should 
consider non-economic criteria such as 
the efficacy of possible options and their 
acceptability to the public. An examina-
tion of the pros and cons should include 
an economic cost-benefit analysis where 
this is appropriate and possible.41 Other 
points that are useful to take into account 
during the cost-benefit analysis are:

The fact that many benefits of innova-
tions are in themselves also accompa-
nied by significant uncertainty.

That there may be alternative tech-
nologies or innovation pathways that 
provide the same benefits, but do not 
carry (the same) risks.

That some measures can lead to re-
grettable substitution. For example, 
while phthalates are strictly regulated 
and even banned for some products, a 
complete ban of phthalates could re-
sult in industry using other chemicals 
that are less known and perhaps even 
more harmful. 

Moreover, it depends on the measures 
that need to be taken, but in general this 
comes down to an interaction between 
public authorities who issue for exam-
ple a ban, regulatory agencies that ad-
just their admission procedures, a public 
research institute that is assigned to fur-
ther examine a particular risk, and par-

ticular companies that are required to 
adjust their technological development 
or are made responsible for delivering 
the burden of proof for the safety of the 
technology.

3.4.6  Monitoring the situation

Once the appropriate measures have 
been taken, there should ideally be a 
way through which the need and effect 
of the measures are monitored.

Measures should ideally be subject to re-
view, in the light of new scientific data. 
According to the European Commission 
this means that ‘measures based on the 
precautionary principle should be main-
tained so long as scientific information is 
incomplete or inconclusive, and the risk 
is still considered too high to be imposed 
on society, in view of chosen level of pro-
tection. Measures should be periodical-
ly reviewed in the light of scientific pro-
gress, and amended as necessary’.42

This also means that the measures 
should assign responsibility for produc-
ing the scientific evidence. It should be 
made clear what the conditions for suf-
ficient scientific evidence are, and which 
parties or methods are capable of and/
or reliable for providing it in the future. 

Who can act?
 
In principle, the precautionary prin-
ciple is directed at public authorities.



45

RECIPES
  Precaution • Innovation • Science

Figure 2: Six phases in the application of the precautionary principle

1. Choose responsible innovation and innovation processes

• Use the precautionary principle as a compass

2. A priori risk reduction

• Inherently safe/clean technologies
• Avoid lock-in on particular technologies
• Support plurality of competing technologies

3. Early warnings

• Ensure division of responsibility with regard to examining early warnings

4. Assessing the situation

• To the extent that the situation allows, a scientific analysis is done  
 and as much evidence is collected as possible
• Consider in the assessment:
 • Inclusiveness
 • Independence
 • Carefullness on different risk assessment methods
• Consider: who gets benefit of the doubt?

5. Deciding on the appropriate measures

• What can be done?
 • Prohibition
 • Limited admission
 • Adjustment of the technology
 • Extra safety measures
 • New research
 • Reversal burden of proof
• What should be done? Think of:
 • The legal framework
 • The policy framework
 • Earlier experience
• Relevant principles and considerations
 • Legality
 • Non-discrimination
 • Consistency
 • Subsidiarity
 • Checks and balances
 • Impact assessment
 • Proportionality
• Who can act?

6. Monitoring the situation

• Measures should ideally be subject to review
• Assign responsibility for producing the scientific evidence.
• It should be made clear what the conditions for sufficient scientific evidence are, and which 
• parties or methods are capable and/or reliable in providing it in the future.

Figure 2: Six phases in the application of the precautionary principle
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3.5   The precautionary principle as a compass 

The precautionary principle can also 
be used proactively as a policy princi-
ple and compass that helps policymak-
ers guide innovation in more societally 
acceptable directions. Introducing pre-
caution into the processes of innovation 
will result in technologies that are better 
suited to the demands and values of so-
ciety. In the compass function the pre-
cautionary principle triggers upstream 
debates and research about the poten-
tial impacts of emerging technologies 
and related innovation pathways and 
helps anticipate potential risks and un-
intended outcomes and stimulate early 
adjustments in innovation development.

This section gives an introduction in the 
different ways in which the precaution-
ary principle can shape and (re)direct 
innovation processes towards inherent-
ly safe, clean and sustainable produc-
tion, consumption and technologies. This 

makes it possible to pro-actively antic-
ipate the uncertain risks of emerging 
technologies and adjust these technol-
ogies by making them safer before they 
enter the market. This is especially useful 
for policymakers concerned with R&D 
programmes where there are reasona-
ble grounds to think that the end product 
could do serious harm when it is imple-
mented or implemented on a wide scale.

3.5.1  The precautionary principle  
 and responsible innovation

Applying the precautionary principle 
in shaping and (re)directing innovation 
processes, basically implies a broaden-
ing of innovation in two ways: making 
space for the societal and environmental 
aspects of the technology besides only 
the technical, scientific and economic 
ones, and anticipating how the technol-
ogy will function in society. 

This approach connects to four 
dimensions that Stilgoe et al.43 
connect to Responsible Innovation:

Anticipation:
“Anticipation involves systematic thinking 
aimed at increasing resilience, while re-
vealing new opportunities for innovation 
and the shaping of agendas for socially 
robust risk research”.44

Reflexivity: 
“Reflexivity, at the level of institutional 
practice, means holding a mirror up to 
one’s own activities, commitments and 
assumptions, being aware of the limits 
of knowledge and being mindful that a 
particular framing of an issue may not be 
universally held”.45

Inclusion: 
Inclusion could mean taking the time to 
involve different stakeholders in such a 
way as to lay bare the different impacts 
of a new technology on different com-
munities. 

Responsiveness:
“Responsible innovation requires a ca-
pacity to change shape or direction in re-
sponse to stakeholder and public values 
and changing circumstances”46.

46
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The compass function of the precau-
tionary principle links to the dilemma of 
control. By the time the environmental, 
health-related and other social impli-
cations of technologies become mani-
fest (possibly only in multi-decadal time-
frames), they may be widely embedded 
in societal structures so that a change of 
direction is hardly or no longer possible. 
Use of the precautionary principle as a 
compass and policy approach means 
carrying out activities at an early stage 
and on an ongoing basis in technology 
development in order to anticipate pos-
sible risks. One example activity is the 
funding of early and ongoing risk re-
search. Another example activity is mak-
ing early and repeated use of foresight 
or constructive technology assessment 
approaches, in order to elucidate the 
possible risks and benefits by projecting 
different scenarios of development of 
innovations and their effects. Exploring 
possible risks and benefits requires both 
scientific-technical and practical knowl-
edge and the inclusion of different per-
spectives and should take place with the 
engagement of stakeholders. The time 
lags associated with non-linear impacts 
also require including groups of young 
people and addressing the issue of inter-
generational equity. 

It is part of the dilemma of control that 
anticipation may not provide scientif-
ic evidence for adjustments in the inno-
vation process because the technolo-
gy is not yet sufficiently developed and 
widespread. Anticipation can, however, 
help to understand the relevant uncer-
tainties and possible ways of exploring 
alternative innovation pathways. An-
ticipation activities are already taking 
place in EU innovation governance, but 
could be applied more widely and sys-
tematically.

In summary, the knowledge generated 
by using the precautionary principle as 
a compass can stimulate responsible 
innovation. Responsible innovation can 
consist of technologies that support new 
ways of living that are more protective 
for humans and the environment alike. It 
can also consist in the nurturing of more 
diverse innovation approaches (includ-
ing social innovation) that helps to better 
prepare for identified uncertainties, e.g., 
in regard to how a technology will work 
in different cultural, social and ecologi-
cal settings. The knowledge generated 
by using the precautionary principle as a 
compass can also help promote a timely 
and more broadly informed application 
of the precautionary principle in EU risk 
policy and regulation.

© unsplash.com / Haley Truong
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3.5.2  Examples of good practices

Examples of good practices47 that ad-
here to using the precautionary principle 
as a compass are:

Stimulating ‘safety-by-design’: this 
means the prevention of risks through 
strengthening safety as design factor 
in research and innovation of materi-
als, products and processes.48

Financially incentivising low-risk inno-
vation pathways. 

 
 
Supporting technologies and supply 
chains that are modifiable, adjusta-
ble, repairable and circular as to in-
crease responsiveness. This decreases 
the chance that design choices in tech-
nology are irreversible.

Involving societal stakeholders in the 
design of the technology. For more in-
formation, see guidance on participa-
tory processes. 

 

 
 
Stimulating ‘constructive technology 
assessment’: this means involving dif-
ferent stakeholderrs in the assessment 
of the future risks of a new technology. 
For more information, see guidance on 
participatory processes. 

Requiring a broader assessment of 
the wider impact of the introduction of 
a new technology before the start of 
an R&D programme. For more infor-
mation, see guidance on expertise.

3.6   Conclusion 

This guidance informs EU policymakers, 
scientific advisers and legislators about 
the scope of application of the precau-
tionary principle.

In particular, this guidance proposes a 
two-way use of the precautionary prin-
ciple. 

On the one hand, the precautionary 
principle acts as a legal safeguard, 
through its formal inclusion in EU poli-
cies or regulations for the authorisation  

 
 
of products or processes. The use of the 
precautionary principle as a safeguard 
is an approach for policymakers to re-
spond to improved anticipation of un-
certain but potentially serious risks. In 
this way it links especially with the di-
mensions of responsiveness and reflex-
ivity of the concept of RRI and RI.

On the other hand, the precautionary 
principle can also be used proactively 
as a compass that helps policymakers 
guide innovation in more societally ac- 

 
 
ceptable directions. Introducing precau-
tion into the processes of innovation will 
result in technologies that are better suit-
ed to the demands and values of society. 

This guidance moreover offers consider-
ations and principles that should be tak-
en into account, underlining that stand-
ard instructions on the application of the 
precautionary principle are inappropri-
ate given the advantages of a flexible 
use of the principle.
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4 GUIDANCE ON THE 
ORGANISATION 
AND PRODUCTION 
OF EXPERTISE FOR 
PRECAUTION IN RISK 
REGULATION AND 
INNOVATION POLICY 

4.1   Executive summary 

The precautionary principle works best 
in a double role: as a safeguard and a 
compass. As a legal principle and safe-
guard, it can justify early policy or regu-
latory action to manage uncertain risks. 
As such, it ensures that the rights of cur-
rent and future EU citizens are protected. 
As a compass and policy principle in re-
search and innovation, the precautionary 
principle triggers upstream debates and 
research about the potential impacts of 
emerging technologies and related in-
novation pathways, and can lead to ad-
justments in innovation development 
and stimulate responsible innovation. 
Through this double role, the precaution-
ary principle enhances the EU’s capaci-
ty to anticipate, identify and proactively 
manage scientifically uncertain but plau-
sible and potentially serious risks and 
contributes to (re)directing science and 
technology to societally beneficial ends.

Risk assessment, technology assess-
ment as well as innovation policies and 
funding need to be well-informed by 
the precautionary principle so that sit-
uations that require consideration of the 
precautionary principle can be detect-
ed more adequately and more timely 
and new technologies become less like-
ly to bring new risks. Well-organised 

andtimely collection and generation of  
actionable knowledge is key for dealing  
prudently with uncertain risks. Action-
able knowledge for the precautionary 
principle is knowledge on the severi-
ty and nature of potential adverse ef-
fects, the nature of the uncertainties on 
the risks and on the proclaimed benefits, 
explicit articulation of knowledge gaps 
or risks and benefits, and knowledge on 
possible alternatives to the risky tech-
nology, or product under scrutiny.

Pluralisation of expert knowledge in 
scientific assessment is essential to as-
sure that science advice for policy (risk 
management and innovation govern-
ance) is in line with best available evi-
dence and considers all relevant scien-
tific issues and knowledges. It should be 
ensured that as much relevant knowl-
edge and experience as possible is 
brought to bear on decision-making 
about uncertain risks. This requires a 
transdisciplinary approach where not 
only scientific experts from multiple dis-
ciplines but also other knowledge-hold-
ers (e.g., professionals, workers, con-
sumers or local people) are asked to 
contribute their specific knowledge  
regarding the likely consequences of the 
particular technology under scrutiny. 
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The EU needs to develop good practices 
and build capacity regarding how ac-
tionable knowledge for precaution can 
best be fruitfully pluralised. It is impor-
tant to explicitly identify and mobilise rel-
evant knowledge-holders regarding the 
issue at hand. It further requires that risk 
assessors work with a greater diversity of 
ways of knowing than it is the case today. 
Good practices need to be developed for 
weaving a wider range of knowledge, 
such as experience-based or practical 
knowledge into risk assessments. Par-
ticipatory and deliberative governance 
approaches play a crucial role here (see 
Guidance C on participation). To pursue 
pluralisation while attending to power 
requires preventing corporate capture 
or misinformation campaigners slipping 
into spaces of co-creation.

Explicit and transparent problem 
scoping in risk assessment is essential 
to ensure that the right questions are 
addressed, relevant aspects and dimen-
sions of the issue are not overlooked, and 
problem boundaries in the assessment of 
the uncertain risks are set wide enough to 
include the concerns of those affected by 
the risks and the risk regulation.

Policymakers should require that risk 
assessment includes systematic and 
transparent appraisal of scientific un-
certainties, knowledge gaps and igno-

rance. An informed application of the 
precautionary principle requires that as-
sessment authorities identify and char-
acterise the concrete nature of the lim-
itedness or even absence of scientific 
knowledge (known unknowns and data 
gaps) in a given case and communicate 
the uncertainties and conclusions about 
the plausibility of possible adverse effects 
to topolicy-makers and risk managers. 

There is room to reform the regulatory 
system to become more flexible to act 
on early warnings and more open to in-
clude externally produced knowledge 
(various forms of knowledge produced 
outside of academia or governmental 
agencies)  in routinised assessment pro-
cesses and guidelines. It should consider 
a wide range of potentially relevant as-
pects of risks, including non-standard-
ised so-called “endpoints” of the risk as-
sessment. There are reported cases in the 
past, where uncertain risks that should 
have required precautionary action were 
overlooked due to blind spots in the risk 
assessment protocols and guidance doc-
uments used by EU agencies. Knowledge 
about risks that do not fit in these proto-
cols (mostly academic scientific studies 
published in the peer-reviewed literature) 
were downplayed, marginalised, or ig-
nored. Too often, it is necessary that co-
alitions of concerned scientists and soci-
etal actors step in and ‘break the script’ of 

routinised assessment and management 
processes in order to recognise key uncer-
tainties and the potential for serious harm 
to human and environmental health.

Limited learning and information shar-
ing across regulatory domains weak-
ens the system’s overall capacity to 
identify, understand and manage 
plausible threats. Ongoing reforms  
towards a holistic approach to chemical 
authorisation and regulation at the EU 
level (‘one chemical, one assessment’) 
could lead to improved outcomes. Steps 
must be taken to ensure that efforts to 
streamline research and assessment 
methodologies across agencies and is-
sue areas do not create new blind spots.

Regrettable substitution tends to arise 
from a lack of foresight and non-con-
textual, substance-centric thinking. 
The potential for incremental learning 
through repeated assessments of similar 
substances may be a strength and not a 
weakness.

Early and recurrent risk research and 
anticipatory and foresight process-
es in risk and innovation governance 
(precautionary principle as a compass) 
are a cornerstone in responsible inno-
vation. Responsible innovation oblig-
es researchers to remain sensitive to the 
plausible social and ecological impacts 
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in ongoing research and development 
processes, and in the development of 
emergent and potentially future-shap-
ing technologies. From a responsible in-
novation perspective, the precautionary 
principle is essential to help ensure re-
sponsive, adaptive and integrated man-
agement of the innovation process. 

The search for less harmful and eco-
logically more sustainable alternatives 
needs to inform the broader array of 
public and private research and inno-
vation infrastructures (e.g., research 
and education funding). The EU should 
target its substantial legal and finan-
cial capacity towards the definition of 
more ecologically sustainable and, more 
generally speaking, societally beneficial  
innovation pathways. Both the use of the  
precautionary principle as a safeguard 
and as a compass can contribute to tech-
nologies, innovation, and lifestyles that 
do less harm to humans and the environ-
ment and are respectful to social rights 
(such as the right to safe and healthy 
work). It is important that knowledge col-
lection and generation of the two ways 
of using the precautionary principle are 
well interlinked and the results from both 
processes acknowledged as forming a 
body of actionable knowledge.

xxiii We use the term ‘risk’ to encompass two types of risk: threats for which it is possible to confidently quantify the magnitude of a defined and agreed 
range of outcomes and also the probabilities of these outcomes (simply ‘risk’ or ‘routine risk’), and threats for which this is not possible (‘uncertain risks’).

4.2   Introduction

The purpose of this document is to pro-
vide guidance on how to broaden and 
strengthen the knowledge on which the 
application of the precautionary prin-
ciple is based. As shown in the part on 
Scope of Application the RECIPES guid-
ance relates to:

the application of the precautionary 
principle as a legal principle and safe-
guard, justifying early policy or regu-
latory action, and

the use of the precautionary principle 
as a compass and policy approach 
in research and innovation, trigger-
ing upstream debates about and re-
search on emerging technologies (or 
existing technologies considered safe 
until demonstrated otherwise) and re-
lated innovation pathways. 

Both ways of using the precautionary 
principle are important to enhance Eu-
ropean society’s capacity to anticipate,  
identify and manage scientifically uncer-
tain but plausible and potentially serious 
risks and thereby contribute to directing 
(or redirecting) science and technology 
to societally beneficial ends.

4.2.1  The need for this guidance

The precautionary principle enables de-
cision makers to deal prudently with un-
certain risks and act to proactively pro-
tect human health and the environment 
when there are scientifically underpinned 
grounds for concern that these are at 
stake. That the precautionary principle 
is about dealing with uncertain risksxxiii 
does not mean that risk-related knowl-
edge is of little relevance in the principle’s 
application. To the contrary, well-organ-
ised and timely collection and generation 
of knowledge – on the nature of the un-
certainties, the severity of potential ad-
verse effects, and possible alternatives to 
the risk under scrutiny – are key for deal-
ing prudently with uncertain risks.

© pexels.com / Susanne Jutzeler sujufoto
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In the wake of the emerging notion of an 
‘innovation principle’ at the European 
level49, there have been fierce debates 
among EU-level stakeholders about the 
quality of the knowledge basis of us-
ing the precautionary principle in EU 
risk regulation. In these debates, grave 
doubts have been expressed about us-
ing regulatory science. Large parts of 
the chemical, pharmaceutical and bi-
otech industry sectors have called for 
safeguards against regulatory science 
that, according to them, bows to polit-
ical pressure, which leads to politicised 
risk assessments, over-precaution, and 
stifling of innovation. An opposite view 
has been expressed by various civil so-
ciety organisations that have called for 
safeguards against corporate capture 
of regulatory science that leads to indus-
try-friendly risk assessments, under-pre-
caution, and missed opportunities of 
stimulating, directing or redirecting in-
novation towards societally beneficial 
outcomes. These controversies show 
that the knowledge basis on which the 
precautionary principle is applied (or 
not applied) in EU risk regulation, often 
referred to as ‘regulatory science’, is a 
political issue. In the scientific literature, 

xxiv The Late Lessons from Early Warning reports from the European Environment Agency together analyse 34 case studies where long delays between 
early warnings and regulatory action led to huge error costs. Haunting examples are the case of asbestos, lead in petrol, and mad cow disease (EEA, 
2001; EEA, 2013).

xxv On the science of actionable knowledge as an emerging area of inquiry that ”aims to understand and catalyze transitions in scientific knowledge mak-
ing  and use” see: Arnott, J.C., Mach, K.J., & Wong-Parodi, G. (eds.) (2020). Advancing the science of actionable knowledge for sustainability. Current 
Opinion in Environmental Sustainability, 42 (Special Issue), A1-A6, 1-82.

xxvi Regulatory knowledge may include diverse forms or bits of knowledge relevant to risk assessment and to informing decisions on whether to adopt pre-
cautionary measures in a regulatory arena.

regulatory science has been scrutinised 
critically in relation to the application of 
the precautionary principle. One of the 
conclusions from this critical reflection 
is that precautionary measures are fre-
quently taken too late and often in a re-
strictive and piecemeal fashionxxiv.

Another is that management of uncer-
tain threats may result in regrettable 
substitution (see Box 10). To overcome 
these issues, it is necessary to recognise 
that the precautionary principle has im-
portant implications for the organisation 
of risk assessment processes. As will be 
made clear, it requires a risk assessment 
practice that is geared towards the iden-
tification of scientifically uncertain but 
plausible threats to protected values. 
Against this background, this document 
provides orientation and inspiration re-
garding the following questions:

How could the production of ‘action-
able knowledge’ be organised in ways 
that improve the timely identification 
of scientifically uncertain but plausible 
and potentially serious risks and im-
prove their management?

How could the credibility and trans-
parency of the processes of producing 
regulatory knowledge for decisions on 
whether to apply the precautionary 
principle be improved?

In this document, actionable knowl-
edgexxv for the precautionary principle is 
knowledge on the severity and nature of 
potential adverse effects, the nature of 
the uncertainties on the risks and on the 
proclaimed benefits, explicit articula-
tion of knowledge gaps regarding risks 
and benefits, and knowledge on possi-
ble alternatives to the risky technology, 
or product under scrutiny. Actionable 
knowledge includes regulatory knowl-
edgexxvi but is not limited to knowledge 
relevant for risk assessment or risk man-
agement. Moreover, it includes knowl-
edge that may help proactively shape 
technology and innovation pathways to-
wards a high level of human health and 
environmental protection.
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4.2.2  Outline of the guidance

The next chapter (Chapter 4.3) deals 
with the implications of the precaution-
ary principle for risk assessment pro-
cesses in Europe. The chapter highlights 
four features of any risk governance re-
gime that are fundamental to ensuring 
that timely and precautionary actions 
can be taken. Society needs to be as-
sured that the right questions are being 
asked, that the right knowledge-hold-
ers are involved in answering these to the 
best of their ability, and that the process-
es are geared to achieving the system-
atic identification and appraisal of sci-
entific and other uncertainties and their 
potential consequences. Moreover, key 

xxvii Matters of knowledge pluralisation and uncertainty communication are also explored in the guidance on participation.

uncertainties must be communicated in 
a way that makes it possible to hold poli-
cymakers accountable for failures to ad-
dress plausible threats to human health 
and the environment. These questions 
are matters of scoping, knowledge plu-
ralisation, uncertainty appraisal and un-
certainty communicationxxvii.

Chapter 4.4 then provides some sug-
gestions for ways forward to strength-
en and broaden the knowledge base for 
using the precautionary principle in EU 
risk regulation and for exercising pre-
caution in technology development and 
innovation policy. Amongst other things, 
it shows that the use of the precautionary 
principle as a compass, via risk research 

or foresight processes for example, ide-
ally at an early stage of technology de-
velopment, can inform the application 
of the precautionary principle in an up-
coming or existing regulatory arena. It 
highlights that the value of the use of the 
precautionary principle as a compass is 
not exhausted in informing the applica-
tion of the precautionary principle. Rath-
er, it is another way – beyond formally 
including the precautionary principle in 
EU policies or regulations – to shape our 
common technological future. It can help 
capture early warnings and help Euro-
pean societies towards more sustainable 
innovation trajectories.

4.3   Fundamental issues relating to the knowledge  
 for precaution

In order for assessment processes to 
enable societies to take precautionary 
action against plausible harm, society 
needs to be assured that these process-
es are capable and intended to identify 
risks that are plausible, even though sci-
entifically uncertain. If the precautionary 
principle is a tool for risk management 
only, then its usefulness would be sorely 
weakened if the guidelines and proto-
cols used by European agencies to gen-

erate knowledge that informs manage-
rial decisions do not adequately address 
sources of uncertainty. That would sub-
stantially compromise Europe’s capaci-
ty to detect and act upon early warnings 
of threats that are yet to be completely 
understood. As demonstrated by REC-
IPES’s case studies, and previous work 
on the application of the precautionary 
principle in Europe and elsewhere50, as-
sessment regimes often fail to account 

for uncertainties, ignorance and knowl-
edge gaps. Indeed, they tend to empha-
sise the features of given problems that 
are most amenable to standardisation, 
protocolisation and control51.

It seems that parts of the European risk 
governance regime are currently prem-
ised on an ignorance of known sources 
of uncertainty about potentially serious 
and deleterious impacts on protect-
ed values. Hence, the impact assess-
ments produced by the regime cannot 
in themselves give impetus to precau-
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xxviii  The European Commission’s 2001 White Paper on European Governance prescribes with regard to the principle of openness, that EC institutions 
‘should work in a more open manner’ and ‘actively communicate about what the EU does and the decisions it takes’. The white paper stresses that  open-
ness and transparency are particularly important ‘whenever the Union is required to apply the precautionary principle and play its role in risk assessment 
and risk management’ (European Commission, 2001).

tionary interventions because they do 
not mention plausible threats, to insect 
biodiversity, for example. Even though 
uncertainties (especially unquantifiable 
ones) are often excluded from the scope 
of assessment processes, precaution-
ary interventions cannot be precluded.  
Risk assessment procedures will often fail 
to account for all relevant aspects of the 
issue at hand, which increases the prob-
ability that routine risk assessment fails 
to detect situations that require consid-
eration of the precautionary principle.  
For this reason, the broader risk govern-
ance regime needs to be open to knowl-
edge claims from the outside (see Chap-
ter 4.4 for details).

The shortcomings of applying the pre-
cautionary principle highlighted in case 
studies in the scientific literature and 
stakeholders’ publicly expressed doubts 
about the trustworthiness and legitima-
cy of regulatory science show the im-
portance of subjecting the science and 
knowledge underlying the application of 
the precautionary principle to transpar-
ent quality assurance. Transparency has 
been awarded the status of a corner-
stone in the EU’s concept of good gov-
ernancexxviii. By transparency of quality  

assurance, we mean that those responsi-
ble for applying the precautionary prin-
ciple in EU risk regulation (the use of the 
precautionary principle as a safeguard) 
specify in publicly available documen-
tation the provisions taken to assure the 
credibility and social robustness of the 
science and knowledge basis used in risk 
governance. 

In the following sections, we highlight four 
features of any risk governance regime  
that are fundamental to ensuring that 
precautionary actions can be taken  
if there is no external interference. Soci-
ety needs to be assured that (1) the right 
questions are being asked, that (2) the 
right knowledge-holders are involved in 
answering these to the best of their abil-
ity, (3) that the processes are intended to 
systematically identify and appraise sci-
entific and other uncertainties and their 
implications, and that (4) these are com-
municated in a way that makes it pos-
sible to hold policymakers accountable 
for failures to address threats to human 
health and the environment. These ques-
tions are matters of scoping (Section 
4.3.1), knowledge pluralisation (Section 
4.3.2) and uncertainty appraisal and un-
certainty communication (Section 4.3.3).

© pexels.com / Pixabay
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4.3.1  Problem scoping to avoid 
 addressing the wrong 
 problem 

Which uncertain risks and aspects of 
an uncertain risk are considered rele-
vant to include in a risk assessment and 
which knowledge gaps or blind spots 
result from the choices made, depends 
on the scoping of the risk problem. Dur-
ing problem scoping, the risk to be scru-
tinised is broadly framed and defined, 
and the range and types of (plausible) 
effects, the knowledge needed about 
them, and the experts who will supply 
this knowledge are identified. Scoping 

xxix Transparent documentation of problem scoping can also help prevent unjustified accusations of a ‘politicisation’ of risk assessments.

delimits the system used to investigate 
the risk in the assessment, as well as the 
procedures necessary for this examina-
tion. Explicit problem scoping requires 
well-informed judgements (see Box 3).

In practice, it is untenable to make a dis-
tinction between a purely scientific up-
stream risk assessment phase followed 
by a downstream risk management 
phase. Scientific and socio-political 
factors are intertwined throughout the 
assessment and management of risk. 
Scoping of a risk problem is often an im-
plicit and informal process in European 
risk governance and regulatory practice, 
and it is difficult to ascertain whether it 
is part of risk assessment, risk manage-
ment, or both. There are good reasons 
for scoping to be an explicit process and 
a risk governance step in its own right 
that includes both risk assessors and 
risk managers. One reason is that this 
can help ensure that scientific expert ad-
visors address the right questions, i.e., 
those that are relevant to the overall 
goals of policymaking and the needs of 
risk management and that resonate with 
the concerns of those affected by the 
risks and the risk regulation.

Problem scoping organised as an explic-
it and interactive process can also help 
ensure that expert scientific advisors 
address the right questions in the right 

manner. Policymakers and scientific ex-
perts, and, depending on the case, also 
relevant stakeholders (see chapter 5 on 
Participation of the RECIPES guidance) 
should engage in dialogue with the pur-
pose of defining the risks and scientific 
uncertainties that need to be addressed 
in assessment. This can include, for exam-
ple, a participatory bottom-up process 
to elicit from stakeholders’ rival hypoth-
eses on the causal relations underlying a 
risk and rival risk assessments.53

With regard to problem scoping, EU pol-
icymakers and agencies can demon-
strate quality assurance in the science 
and knowledge basis of the application 
of the precautionary principle by docu-
menting the procedures and outcome of 
explicit problem-scoping processes. This 
can include, for example, documenta-
tionxxix that:

Problem scoping allows for interaction 
and deliberation between risk asses-
sors and risk managers, and, if rele-
vant, also stakeholders.

Problem scoping is not reduced to de-
fining questions for assessing measur-
able risk but is sensitive to uncertain-
ties and ignorance that need to be 
treated differently from risks that can 
be confidently quantified in the as-
sessment process.

Box 3: Judgements relating to risk assessment policy52

The kinds of impact deemed to be within the scope of 
the assessment, and those that are outside it;

The kinds of evidence that should be included and 
those that should be discounted;

How to interpret the available evidence;

How to respond to uncertainties, and;

How much of different kinds of evidence would be 
necessary or sufficient to sustain different types of 
judgement (e.g. that precautionary action is needed)
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Review mechanisms for problem scop-
ing have been used where appropri-
ate, e.g., in response to new scientific 
findings or stakeholder debates. A typ-
ical question to be posed during review 
is whether a current problem definition 
(for example, expressed as a health 
risk) is so narrow that salient features 
of the problem have been left out (such 
as uncertain environmental impact) or, 
alternatively, that the definition is too 
broad (for example, expressed as a 
general health risk) after specific as-
pects of a given problem have been 
solved (providing evidence, for exam-
ple, that there is health risk only for es-
pecially vulnerable individuals).

4.3.2  Pluralisation of expert   
 knowledge in assessment

European-level guidelines on proce-
dures for assuring the quality of scien-
tific advice for policymakers and soci-
ety highlight that the group of scientific 
expert advisors as a whole need to have 
‘the full range of expertise required for 
the topic’54. The same applies to risk-re-
lated expert advice provided by regula-
tory agencies such as the European Food 
Safety Authority (EFSA) or the European 
Chemicals Agency (ECHA). Including the 
‘full range of expertise’ can assure that 
scientific reports ‘are in line with best 
available evidence and consider all rel-

evant scientific issues and knowledge’55.  
A plurality of disciplinary perspectives 
can moreover ‘act as a check-and-bal-
ance procedure to test disciplinary pre-
sumptions and norms that may them-
selves introduce unintended bias’56.

When informing decisions on risks and 
innovation it is critically important that 
both systematic and experiential / prac-
tical knowledge is included in the diver-
sity and plurality of expertise applied 
in the assessment. In addition to scien-
tists of the different relevant expert dis-
ciplines also relevant stakeholders (e.g., 
workers and worker representatives, 
consumers, or local residents) should be 
asked to contribute their specific knowl-
edge on the likely consequences of the 
particular technology under scrutiny 
that may carry uncertain but potential-
ly serious risks57 (see chapter 5 on Partici-
pation of the RECIPES guidance). 

It is of particular importance to include a 
plurality of perspectives and forms of ex-
pertise in the scoping process to reduce the 
likelihood, that important aspects of the  
issue are overlooked. Case study analy-
ses have highlighted blind spots of rou-
tine regulatory science regarding risks58.  
This calls more generally for the inclusion 
of a wider range of relevant knowledges 
and expertise (see Section 4.4.2).

© pexels.com / Alvaro Tejero
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With regard to involvement of expert 
knowledge, EU public authorities can 
provide evidence of quality assurance 
in the science and knowledge basis by 
documenting the diversity of expertise 
included in the assessment process and 
any deliberate attempts to manage con-
flicts of interest. Here it is important to 
document that:

A plurality of scientific disciplines and 
a diversity of scientific views (including 
minority views and non-routine regu-
latory science) have been involved in 
the risk assessment.

In cases of strong uncertainty regard-
ing risks and proclaimed benefits, the 
assessment also includes stakehold-
ers and their experiential and practi-
cal knowledge.

A conflict-of-interests policy has been 
applied, designed to ensure that when 
conflicts of interest arise, they are 
disclosed, acknowledged and man-
aged59.

xxx For precautionary risk governance, the reflexive approach to uncertainty taken by the Netherlands Environmental Assessment Agency is widely 
recognised as best practice (Petersen et al., 2013). The European Food Safety Authority (EFSA) has recently undertaken steps towards formal 
uncertainty analyses towards requiring uncertainty analyses to be part of risk assessments and endorses such developments (EFSA, 2018). EFSA 
also provides guidance on communication of uncertainty (EFSA, 2019). This approach is, however, narrower in scope (excludes known and unknown 
unknowns) and is more suitable for the prevention principle (all uncertainty is quantifiable), whereas the Netherlands approach better matches the 
precautionary principle (substantial unquantifiable uncertainties and known unknowns).

4.3.3  Appraisal of scientific   
 uncertainties

The precautionary principle is general-
ly considered a way ‘to address uncer-
tain risks’ and to ‘legitimate[s] decisions 
and actions in situations characterised 
by uncertainty’60. The precautionary 
principle is essentially about uncertain-
ty. For some time, there has been grow-
ing acknowledgement in EU risk policy 
of the limitations of available scientific 
knowledge (data, information, incom-
plete understanding of causal mecha-
nisms) and of the need to take these into 
account when deciding on management 
measures. An informed application of 
the precautionary principle requires 
that assessment authorities identify and 
characterise the concrete nature of the 
limitedness or even absence of scientific 
knowledge (known unknowns and data 
gaps) in a given case and communicate 
the uncertainties and conclusions about 
the plausibility of possible adverse ef-
fects to non-specialists too, such as poli-
cymakers and risk managers.

With regard to scientific uncertainties, EU 
public authorities can provide evidence 

of quality assurance in the science and 
knowledge basis by documenting the 
procedure and outcome of a systematic 
uncertainty assessment and communica-
tionxxx. It is important to document that:

All plausible sources and types of un-
certainty and ignorance have been 
taken into account (see chapter 3 on 
Scope of Application of the RECIPES 
guidance) and different key compo-
nents of uncertainty have been con-
sidered61.

The judgement of plausibility of possi-
ble adverse effects has been grounded 
in scientific analysis. Scientific assess-
ment should be continuously updated 
as new knowledge becomes availa-
ble and the actions chosen should be 
subject to periodic reviews in the light 
of advancing knowledge to promote 
learning and improve policy62.

Risk managers are provided with a 
traceable account of the evidence and 
uncertainties regarding adverse ef-
fects and the reasoning behind the ex-
pert judgements on the plausibility of 
the possible adverse effects.



58

4.4   Ways forward to strengthen the knowledge basis for  
 precaution in risk regulation and innovation policy

In order to help develop safe and sus-
tainable technologies and products, 
consideration should be given to broad-
ening and strengthening the knowledge 
base used when applying the precau-
tionary principle as a safeguard in reg-
ulation and when using it as a compass 
in technology development and innova-
tion policy. These considerations should 
be discussed in a structured and trans-
parent manner at EU and national lev-
els at the science–policy–society nexus 
in order to inform current debates about 
precaution and innovation.

The question which ‘grounds for con-
cern’ can trigger consideration of the 
precautionary principle (the so-called 
‘knowledge condition’) cannot be gen-
eralised and needs to be judged case 
by case. The reason for this is that nov-
el ways of causing harm and surpris-
es that may accompany new products 
and technologies may not fit a univer-
sally applicable closed definition of the 
knowledge condition that justifies pre-
cautionary action. In order to be com-
patible with the precautionary principle, 
the assessment of risks must reflect on 
and systematically consider the knowl-
edge condition of the precautionary 

principle. The assessment process must 
aim to identify the plausible possible 
harm that could be caused to protect-
ed values (e.g., human health or the en-
vironment). Even if they are barred from 
advising decision-makers to take pre-
cautionary measures, assessors must 
be able to indicate in clear and under-
standable language the presence of 
knowledge conditions that trigger the 
precautionary principle and should sys-
tematically search for this (i.e., apply-
ing the precautionary principle requires 
an anticipatory aproach to risk assess-
ment that makes use of activities such 
as early risk research or foresight and 
extended technology assessment ap-
proaches). The assessment procedures 
used when applying the precaution-
ary principle must be very sensitive to 
identifying plausible threats to human 
health, social rights (such as the right to 
safe and healthy work), and the environ-
ment, as the price of overlooking them 
can be very high. They must be sensitive 
to identifying plausible threats for af-
fected groups (e.g., consumers or work-
ers) and for vulnerable groups (e.g. chil-
dren or elderly people) and groups that 
cannot speak for themselves (e.g. future 
generations).

The application of the precautionary 
principle requires a scientific risk as-
sessment, even if, by comparison with a 
‘standard’ quantitative risk assessment, 
this is incomplete. The results of the sci-
entific assessment should show what is 
known, what is not known and what can 
be known about the risk in terms of haz-
ard (inherent properties in the activity or 
substance that could lead to adverse ef-
fects), exposure and magnitude (or se-
riousness) of potential effects. Analysis 
of the evidence of hazard, exposure and 
magnitude needs to be complement-
ed by an analysis of uncertainty. Sever-
al possible ways forward for broaden-
ing and strengthening the science and 
knowledge base are highlighted below.
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4.4.1  Extending the scope of risk  
 assessment

Box 4 lists several ways to ensure in as-
sessment that as much pertinent knowl-
edge and experience as possible is 
brought to bear on decision-making 
about uncertain risks. Such provisions 
help ensure that the assessment of un-
certain risks is based on the required 
depth and forms of knowledge. Precau-
tion is often defined as a risk manage-
ment principle applied after scientific 
assessment takes placexxxi.

However, invoking the precaution-
ary principle in risk assessment too (as 
well as in problem scoping) safeguards 
against understating uncertainty and 
opting by default for the application of 
a more narrowly focused quantitative 
risk assessment that is unsuited to deal-
ing with states of knowledge character-
ised by strong uncertainties and/or ig-
norance.xxxii The overall process of risk 
governance should be precautionary in 
the sense that throughout it is sensitive to 
uncertainties and knowledge gaps and 
to potentially serious harm.

xxxi  The European Commission’s Communication on the Precautionary Principle describes the principle as particularly relevant to risk management; the 
Communication does not explicitly negate a relevance for risk assessment (European Commission, 2000).

xxxii In the risk governance literature, it has also been found that from a legal point of view nothing precludes that the risk assessment stage has to be 
carried out in accordance with the obligations stemming from the precautionary principle (Vos & Wendler, 2009).

Box 4: Heuristic device to guide assessment of uncertain risks63 
 
Extend the scope of assessment to include additive and cumulative exposure and synergistic 
effects, if the causal connections are not well understood and cannot be modelled with a high 
degree of confidence; set priorities on the effects of greatest scientific and political concern.

Address aspects of possible limitations of standard regulatory science and the need to also 
draw on knowledge from non-standardized studies and engage with non-standard knowledge 
holders by gathering evidence of potential effects and uncertainty from as diverse an array 
of disciplines (e.g. observational studies, toxicological studies, ecological assessment, model-
ling and monitoring) and other knowledge holders (e.g. consumers, workers, beekeepers, local 
residents) at the outset of assessment, in order to elicit the pertinent prioritisation, conceptual-
isation and interpretation of the different questions that may arise from the scientific data and 
the comprehensive exploration of the resulting sensitivities.

Systematically examine the potential adverse effects of the innovative or established technolo-
gies or products presenting the uncertain risk in question at the earliest stages in the innovation 
process, before firm financial and institutional commitments are made.

Subject to the terms of reference, make a detailed and balanced comparison of contending 
merits and drawbacks of a series of alternatives (functional equivalents) to the technologies or 
products under scrutiny.

Focus explicitly on the extent to which the technologies or products under scrutiny display prop-
erties of flexibility, adaptability, reversibility and diversity – all of which offer different ways of 
hedging against exposure to any residual ignorance that has not been addressed by the other 
elements of the assessment.

Shift the burden of persuasion, so that it is those wishing to implement the technology or prod-
uct in question who must acquire relevant data and sustain an argument of the acceptability of 
the associated risk, subject to an appropriate level of proof.
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4.4.2  Being open to emerging 
 knowledge and ‘nonstandard’  
 knowledge in risk assessment 
 and science for policy 

As indicated in Section 4.3.2, the ‘action-
able knowledge’ bases should include 
the widest possible range of potentially 
usable knowledges.64 Actionable knowl-
edge is knowledge that can inform de-
cision-making and action. It requires 
identification of the circumstances fa-
vourable for desirable outcome or for 
averting an undesirable outcome. In the 
context of great uncertainty and contro-
versy (whether scientific or socio-politi-
cal), science cannot be expected to speak 
with one voice and multiple tenable sci-
entific perspectives need to be includ-
ed.65 Below, we outline some different 
types of ‘non-standardised’ knowledges 
relevant for risk assessments and science 
for innovation policy more broadly.

4.4.2.1 Why risk assessment must  
 be open to ‘non-standard’   
 knowledge

In risk assessments of technologies and 
innovations, ‘regulatory science’ is es-

xxxiii In this document, regulatory science refers to forms or bits of knowledge that are pivotal in institutionalised risk assessment (e.g., toxicological risk 
assessment) because they are defined in statutory standards or guidelines. They are authorised and standardised forms of knowledge (e.g., knowledge 
from high-dose animal testing) which play a central role in informing the adoption of policy measures (e.g., authorisation of chemicals), and, more 
specifically, in informing the application or non-application of the precautionary principle in a regulatory arena.

xxxiv In this document, non-standard knowledge refers to potentially diverse forms or bits of knowledge relevant for risk assessment and for informing the 
application or non-application of the precautionary principle and the adoption of policy measures in a regulatory arena. Relevant knowledge is diverse 
and besides standardised forms of systematic knowledge may include non-standardised forms of systematic knowledge, practical knowledge and 
experiential knowledge.

sential66 xxxiii. In practice, however, there 
is a tendency to prioritise and rely more 
heavily on evidence from industry-spon-
sored studies conducted according to 
standardised and internationally vali-
dated test guidelines, than on evidence 
from scientific studies conducted inde-
pendently and stringently peer-reviewed 
before publication in scholarly journals.

However, regulatory science may con-
tain blind spots, and has in many cases 
led to risks being overlooked67. The case 
of the re-evaluation of neonicotinoids 
in the EU is illustrative of how different 
bodies of knowledge were taken into ac-
count, and how this enabled precaution-
ary measures to be considered (see Box 
5). It is therefore strongly recommended 
to consider to include a broader knowl-
edge base (one that includes knowledge 
from ‘non-standardised’ studies and in-
volves non-standard knowledge hold-
ers) in a more open and holistic way (less 
restricted by pre-defined end-points) in 
risk assessment.xxxiv

A further lesson from the ongoing de-
bates on Europe’s pesticide regulation 
and the protection of pollinators is that 

the precautionary principle can be un-
dermined in practice if it is replaced by 
a limited set of overly specific protec-
tion goals. In the domain of plant pro-
tection products, the last decade has 
witnessed a prolonged and contentious 
process of formulating a precise defini-
tion of ‘acceptable harm’ to pollinators. 
In their current form, the so-called Spe-
cific Protection Goals (SPG) assume that 
pesticide-induced pollinator losses are 
acceptable if they are within the bounds 
of bees’ ‘natural’ background mortality. 

© unsplash.com / Eric Ward
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Box 5: Pluralisation of knowledge in the risk assessment and  
  regulation of neonicotinoids (plant protection products)68 

In 2013 and 2018 the EU restricted, respectively further restricted the use 
of a group of 3 neonicotinoids together. The banning of a group of active 
substances from the same chemical family is highly exceptional in pesticide 
regulation. Previously, pesticides whose unacceptable impacts were only 
discovered after they had come onto the market had been phased out one 
by one. Sublethal effects of pesticides were the key to understanding how 
neonicotinoids impact bees. Knowledge about sublethal effects on bees 
has not been routinely produced because the knowledge on which EFSA 
bases its regulatory risk assessment is generated by using strict protocols 
that follow a reductionist approach. These protocols reduce the complex 
reality of risks to a limited set of so-called end-points such as acute toxic-
ity and in the subsequent risk management phase, the risks are balanced 
against the benefits. The processes of risk assessment and risk manage-
ment are characterised by substance-centric thinking in which: 

The focus is predominantly on acute toxicity measured in standard-
ised lab experiments.
Safety knowledge is combined with economic or use knowledge such as 
the efficacy and practical value as a plant protection tool, which is bal-
anced against the knowledge on the hazards to non-target organisms.
The regulatory knowledge is substance–centred. This implies that it 
is unlikely that knowledge about a family of chemicals with similar 
mode of action and their joint overall impact on the environment and 
non-target species will be produced when European agencies adhere 
strictly to their protocols. Historic cases have shown that the only way 
to expose the risks concealed in the blind spots of these protocols is to 
step in and break the script. 

In the neonicotinoid case, alternative regulatory knowledge emerged 
because academic researchers, beekeepers, NGOs and politicians ad-
vocating environmental action formed a coalition that managed to in-

tervene in the regulatory space. This reconfigured the regulatory space 
to include new actors and many more sources and forms of knowledge. 
This pluralisation of the knowledge that is considered in regulatory risk 
appraisal remedied the blind spots of routine regulatory science for low–
dose chronic and sublethal effects, which in turn enabled the ban. Key 
factors enabling this were that academic researchers did not shy away 
from contributing their knowledge to the bureaucracies involved, despite 
this being an uphill struggle. They brought key knowledge from academ-
ic research on neonicotinoids directly to expert agencies across Europe 
such as EFSA and EEA and to national and European policymakers. Sec-
ond, researchers teamed up with beekeepers who were associated with 
public interest groups. Journalists stepped up their coverage and spe-
cialised NGOs teamed up with academic scientists to make their actions 
evidence-informed. 

Together, this created the momentum that ultimately led to the inclusion 
of a broader range of scientific evidence. This, in turn, made it possible 
to recognise the unacceptable harm to pollinators of normal authorised 
use of neonicotinoids. This externally forced inclusion of a wider range 
of scientific evidence in the regulatory science enabled the exceptional 
imposition of a ban on a group of chemicals. This turned upside down the 
routine, closed functioning of the regulatory space and the production of 
a standard regulatory science that structurally disregards low-dose and 
chronic, sublethal effects of pesticides. Unfortunately, the process did not 
lead to durable changes in the authorisation procedure for pesticides in 
Europe. It is therefore highly likely that routine regulatory science will con-
tinue to have serious blind spots in detecting risks to pollinators posed by 
existing and new pesticides. It also implies a continued need for academ-
ic scientists to be socially responsible and engage in coalitions with other 
societal actors to help bring excluded knowledge and early warning sig-
nals to the attention of the regulators and policymakers.

61
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The formulation of specific protection 
goals, it is argued, is necessary for the de-
sign and implementation of environmen-
tal risk assessments. The problem with 
the ongoing process of establishing EF-
SA’s new ‘Bee Guidance’,69 is that it is not 
entirely clear what the general protection 
goal is. When the general goal of avoid-
ing ‘unacceptable harm to pollinators’ is 
changed into ‘unacceptable harm to hon-
eybees’ (a managed pollinator that is not 
representative for wild pollinators) and 
this is expressed as an acceptable range 
of pesticide-induced honeybee mortality, 
in effect the two protection goals (gener-
al and specific) collapse. Does specifying 
an acceptable range of honeybee loss-
es mean that the precautionary principle 
can no longer apply to pesticide-induced 
pollinator losses? It seems that the bee 
guidance in this way conflates the pre-
cautionary principle with the principle of 
prevention.

At present, the SPG is calibrated using 
highly incomplete and contested data. If 
the general goal is to ensure that pesti-
cides – in combination with other stress-
ors – do not contribute to the eradication 
of wild pollinators, then the SPG – how-
ever it ends up being derived – cannot be 
said to close the door on precautionary 
action, either nationally or at the EU level.

4.4.2.2 Including the findings from   
 academic studies in the natural  
 sciences into regulatory science

It is increasingly acknowledged that 
the advances in sciences reported in 
peer-reviewed publications need to be 
better included in regulatory risk assess-
ments. In ‘A European Green Deal’, the 
European Commission states that ‘... the 
regulatory framework will need to rap-
idly reflect scientific evidence on the risk 
posed by endocrine disruptors, hazard-
ous chemicals in products including im-
ports, combination effects of different 
chemicals and very persistent chemi-
cals’70. EU legislation mandates regula-
tory agencies to take peer-reviewed sci-
entific publications into consideration 
in risk assessments, and it has become 
mandatory to include a literature search 
and review of the available publications 
in the regulatory process71, 72. Guidance 
documents for risk assessments also rec-
ommend a review of all relevant toxicity 
data in the risk assessment process.73, 74  
Yet, in some cases, risk assessment and 
management processes are critiqued for 
neglecting full reviews of academic stud-
ies and for not updating guidance docu-
ments often enough to reflect advances 
in the sciences75. Therefore, it seems that 
the contribution of non-guideline studies 

from peer-reviewed scientific literature 
to regulatory risk assessments needs to 
be substantially strengthened.

The EU ban on neonicotinoids was based 
on a post-authorisation review by the 
EFSA that included an extensive updat-
ed literature search (instead of primari-
ly relying on the dossier provided by the 
industry). It thus was largely based on 
non-guidance academic peer-reviewed 
studies. In the court case that followed, 
Bayer CropScience argued that inclu-
sion of such scientific literature in the risk 
assessment was illegal. However, the EU 
Court of Justice disagreed with Bayer 
CropScience and endorsed that knowl-
edge from non-standardised studies not 
only may be used by the EFSA but must 
be used: ‘account is to be taken of the 
best scientific and technical knowledge 
available’76, and: ‘in the context of the 
review of the approval of an active sub-
stance, the conclusion that the approval 
criteria laid down in Article 4 of Regula-
tion No 1107/2009 are no longer satisfied 
may be based on any new knowledge, in 
so far as it is scientific or technical, re-
gardless of the source or document from 
which it comes.’77

Another challenge seems to be how to in-
terpret evidence produced through peer- 
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reviewed studies and weigh it against 
guideline-compliant studies. In EFSA’s 
‘Guidance on the use of the weight of 
evidence approach in scientific assess-
ments’78, reliability, relevance and con-
sistency are considered the three basic 
considerations when weighing evidence. 
In environmental and health risk assess-
ments, it is important that both the rel-
evance and the reliability of the stud-
ies are taken into consideration, which 
in turn depends on the efficient integra-
tion of findings from academic research 
studies79. Risk assessments have, howev-
er, been criticised for favouring reliability 
(reproducibility) over relevance.80 A rea-
son for this may be that reliability is easi-
er to test in studies that follow Good Lab-
oratory Practice (GLP)xxxv – because this 
ensures that the information is availa-
ble for checking reliability (note that GLP 
does not warrant reliability).

GLP has been criticised because it does 
not address the quality of the experi-
mental set–up, nor does it address the 
question of statistical power. Indeed, the 
initial market authorisation of neonicoti-
noids in Europe was based on the find-
ings of flawed field studies, because the 
only criterion for inclusion or exclusion 
was whether the study had a GLP certif-
icate and not whether the experimental 
set-up was correct or whether the exper-

xxxv The aim of GLP is to ensure the quality of the laboratory practices by specifying standard  
  operational laboratory procedures and extensive requirements for data reporting.

iment had sufficient statistical power to 
prove absence of ecologically relevant 
effects81. The assessment of reliability 
in academic studies is much more com-
plex than what is covered by the OECD 
guidelines and the GLP, and it is clearly 
more difficult to assess the reliability of 
novel research contributions82. Whereas 
academic studies are often reviewed as 
part of risk assessment studies, guideline 
compliant studies are routinely – but un-
duly – assigned greater weight because 
they are considered reliable by default83. 
However, guideline studies can still be 
unreliable for reasons other than those 
covered by the guidelines and/or may 
score lower on relevance, as they do not 
always represent the most relevant test-
ing approaches and cannot investigate 
all relevant adverse effects.

By contrast, academic studies are often 
found to be more sensitive to key uncer-
tainties and emergent threats (e.g., in 
the identification and evaluation of en-
docrine–disrupting chemicals).84 In order 
to enhance the understanding and as-
sessment of the reliability and relevance 
of academic studies, several more com-
prehensive tools and guidelines have 
been developed for the regulatory as-
sessment of chemicals. Box 6 shows a se-
lection of such tools.

© unsplash.com / Drew Hays
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SciRAP (Science in Risk Assessment and Policy): Bridging the gap between academic research and chemicals 
regulation and policy

A web-based reporting and evaluation resource developed to facilitate and increase the use of academic toxicity 
and ecotoxicity studies in regulatory assessment of chemicals. SciRAP provides criteria for the evaluation of the 
reliability and relevance of studies used by regulators and risk assessors. The intention is to bridge the gap between 
academic research and chemicals regulation and policy (compared to NUSAP, see Box 7, this tool deals more with 
internal validity than external validity): http://www.scirap.org/

Qualichem in vivo: Improving quality assurance of in vivo studies that may or may not be following 
standardised guidelines

An academic paper has proposed using a tool called ‘Qualichem in vivo’ that is designed to systematically and 
transparently assess the quality of in vivo studies used in chemical health risk assessment. It is intended to provide a 
balanced, common framework for assessing the quality of studies that may or may not be following standardised 
guidelines: Maxim, L., & Van der Sluijs, J. P. (2014). Qualichem in vivo: A tool for assessing the quality of in vivo 
studies and its application for Bisphenol A. PLOS one, 9(1), e87738.

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0087738 

Qualichem_epi: Improving the management of uncertainty through in-depth mapping of heterogeneity in 
expert judgement

An academic paper has proposed using a method called ‘Qualichem_epi’ for in-depth mapping of heterogeneity 
in expert judgement when evaluating the quality of epidemiological studies used in regulatory chemical risk 
assessment. The method provides an easily understandable colour-based picture of the majority and minority 
opinions in a scientific advisory group. Its aim is to improve the management of uncertainty by taking full account of 
the heterogeneity of scientists’ judgements about the quality of epidemiological studies: Maxim, L., & Van der Sluijs, 
J. (2018). Quality of epidemiological studies: Procedural rules for uncertain science for policy, a case study  
on bisphenol-A. Environmental Science & Policy, 84, 80-87.

https://www.sciencedirect.com/science/article/abs/pii/S1462901117313114

Box 6:  Tools and guidelines for understanding and assessing the reliability  
  and relevance of academic studies for chemicals regulation

http://www.scirap.org/
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0087738
https://www.sciencedirect.com/science/article/abs/pii/S1462901117313114
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4.4.2.3 Diverse scientific disciplines and  
 knowledges

As we have seen above, the regulatory 
system routinely privileges some ways 
of knowing, types of knowledge, and 
source of knowledge over others. Guide-
line–compliant research (e.g., industry 
studies) is often judged to be more ac-
tionable and more reliable than aca-
demic studies. Natural sciences as such 
do not have privileged access to deci-
sion-making processes; a narrow se-
lection of scientific approaches does. 
The same process of privileging and si-
lencing is at work in the assessment of 
broader societal impact too. In assess-
ing the social impact of decision-mak-
ing, contributions that give rise to seem-
ingly clear-cut, quantitative estimates of 
the social and economic consequences 
of given policy choices, legislative ac-
tions or regulatory interventions are of-
ten privileged85. The work of Andy Stir-
ling86 and others has demonstrated that 
the inclusion of other perspectives tends 
to provide more holistic appreciation of 
the costs and benefits of given courses 
of action and can contribute to a broad-
er policy menu. Secondly, as noted in the 
recent SAPEA report on science for pol-
icy87, decision-makers should look be-
yond economics when thinking about 
the future.

In European science for policy advice, 
there has been some movement towards 
an appreciation of a plurality of perspec-
tives when resolving pressing social and 
ecological issues. Recently, the Group of 
Chief Scientific Advisors to the European 
Commission underlined the importance 
of considering ‘... all good science from 
all scientific disciplines and perspec-
tives that could contribute to the issue at 
hand. This includes natural sciences, en-
gineering, medicine, social sciences and 
humanities’88. There is still much work to 
be done, not least in the domain of risk 
assessment and management.

4.4.2.4 Local and experience-based  
 knowledges (extended peer  
 communities)

Early warnings or observed effects of 
new technologies are crucial for initiat-
ing precautionary measures, and such 
warnings do not necessarily come from 
regulatory science or academic science. 
Rather, they may emerge from citizens 
and practitioners in the field. Non-ex-
perts, including citizens, lay-persons and/
or practitioners who are close to emer-
gent problems, may have specific local 
knowledge that is relevant for risk man-
agement, particularly in the identifica-
tion of unrecognised threats89. Examples 
include the beekeepers who gave early 

warnings on the effects of neonicotinoids 
on bees in the early 1990s, which initiat-
ed the long process of restricting neon-
icotinoids in France90. Also illustrative is 
the case of Dichlordiphenyltrichlorethan 
(DDT), in which birdwatchers’ obser-
vations and knowledge proved instru-
mental91. Other well-documented cases  
of official experts being proven wrong 
by others’ knowledge or by folk knowl-
edge that was initially silenced and ig-
nored are the Cumbrian sheep farmers 
after the Chernobyl nuclear accident92 

and the citizen Lois Gibbs in the Love 
Canal chemical pollution scandal93.  
Relevant non-expert knowledge can 
also emerge from research using co-pro-
duction methods including local knowl-
edge94 and by using ‘extended peer com-
munities’95.

Local and experience-based knowledge 
may be particularly relevant in scoping 
and framing phases. As explained by a 
Norwegian physicist and philosopher96  

‘extended peer communities imply an ex-
tension of the traditional scientific com-
munity to include non-experts as well. 
However, this does not mean that lay-
people should invade the research lab-
oratories and carry out research. It does 
mean, though, that laypeople should 
take part in discussions of priorities, eval-
uation of results, and policy debates’.  
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It is recommended that ‘extended peer 
involvement’ takes place at different de-
cision-making stages, from informing 
or supporting decision-making assess-
ment to finally evaluating the results of 
those assessments97. Guidance on par-
ticipation more generally can be found 
in chapter 5 on Participation of the REC-
IPES guidance, but Box 7 outlines some 
resources concerning interpretation and 
valuation of the diverse and complex 
knowledges in participatory settings.

The EU needs to develop good practice 
and build capacity regarding how action-
able knowledge for precaution can best 
be fruitfully pluralised. Identifying and 
mobilising relevant knowledge-holders 
and working within a diversity of ways 
of knowing in the co-creation of action-
able knowledge for informing the appli-
cation of the precautionary principle can 
be challenging. To pursue pluralisation 
while attending to power requires pre-
venting corporate capture or misinfor-
mation campaigners slipping into spac-
es of co-creation.
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Box 7: Resources for interpreting and valuing different  
 types of knowledge in participatory settings
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4.4.3  Learning within and across  
 regulatory domains

The European regulatory system is highly 
fragmented and characterised by limited 
contact between assessors and manag-
ers in neighbouring regulatory domains98. 
For this reason, products, substances and 
processes that have been recognised as 
harmful in one regulatory domain may 
nonetheless be considered tolerable 
within others99. Thus, for example, the 3 
most problematic neonicotinoids are no 
longer authorised for use as plant pro-
tection products owing to their harmful 
effects on bees and other pollinators. 
Threatened species are nonetheless still 
exposed to neonicotinoids because they 
are persistent in the environment, emis-
sions continue because they are still au-
thorised for use as biocides and in vet-
erinary medicine, and in addition, some 
member states have granted exceptions 
from the ban for certain crops100.

Limited learning and information shar-
ing across regulatory domains weakens 
the system’s overall capacity to identi-
fy, understand and manage plausible 
threats101. Ongoing reforms towards a 
holistic approach to chemical authorisa-
tion and regulation at the EU level could 
lead to improved outcomes. Part of the 
EU’s European Green Deal agenda, the  
 

xxxvi The move towards the assessment and authorisation of classes is likely to raise the stakes, and will potentially lead to even more politicised, even 
more controversial regulatory processes.

proposed ‘one chemical, one assessment’ 
(OC-OA) strategy for the assessment of 
chemicals in Europe has the potential to 
reduce risk migration from regulated to 
un(der)regulated jurisdictions and regu-
latory domains. At present, the available 
strategy documents highlight the poten-
tial efficiency gains involved in stream-
lining the European assessment process-
es.102 The emphasis on efficiency might 
be politically expedient, but regulators 
and decision-makers should continue to 
prioritise the system’s overall capacity 
to identify and assess threats with vary-
ing degrees of scientific certainty and se-
verity, and to learn across both individ-
ual assessment processes and different 
regulatory domains. Thus, for example, 
steps must be taken to ensure that efforts 
to streamline research and assessment 
methodologies across agencies and issue 
areas do not create new blind spots103. In 
short, the reform process should be in-
formed by enhanced efficacy, not effi-
ciency in a narrow sense (cost savings).

A second, widely recognised regulatory 
problem is the issue of regrettable sub-
stitution (see Box 8). Regrettable substi-
tution takes place when the imposition 
of controls on one harmful substance or 
process is replaced by an equally or even 
more harmful substance or process. The 
danger of regrettable substitution is of- 
 

ten invoked to warn against the imposi-
tion of controls on harmful substances, 
processes and interventions and to warn 
against using the precautionary principle 
more generally. Risky activities, the argu-
ment goes, tend to give way to even more 
risky activities. It seems that regrettable 
substitution tends to arise from a lack 
of foresight and non-contextual, sub-
stance-centric thinking104 (see Sections 
4.4.2 and 4.4.4). It can also arise from the 
institutional silencing of pertinent knowl-
edge (e.g., relevant academic studies and 
other knowledge-holders), and from an 
inability to draw important lessons from 
previous assessment processes105. The 
aforementioned OS-OA process aims 
to move past substance-centric think-
ing towards the regulation of classes of 
substances, once again with an empha-
sis on efficiency (speedier authorisation 
processes with less repeated work). This 
could help avert some cases of regret-
table substitution, but it can also lead to 
new vulnerabilities. Because the Euro-
pean regulatory system has a track-re-
cord of ignoring early warning signs and 
of stalling in the presence of controver-
sy, the potential for incremental learning 
through repeated assessments of similar 
substances may be a strength and not a 
weakness.xxxvi 
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xxxvii  What are the conceivable, possible, plausible and probable threats associated with nascent and emergent technologies? Which social and 
environmental systems, processes and practices may  be threatened or disrupted by them?

xxxviii It should be noted that concerns have been raised about the effectiveness of RI and other forms of decentred governance in disciplining and 
directing the overall course of science and technology (Åm, 2019). When implementing RI through funding policies, there is a risk that responsibility, 
ethics and anticipation will be reduced to the ticking of boxes. Many scientists and engineers in emergent technologies simply do not construe of 
anticipation and responsibility as their department, partly because their contributions to the emergence are frequently so minute and so diffused in 
large scientific-industrial innovation networks (Åm et al., 2021). Moreover, RRI  has limited reach beyond publicly funded research.

In order to work, the regulatory system 
must be agile enough to learn contin-
uously and be permeable enough that 
externally produced knowledge can in-
fluence and modify routinised assess-
ment processes. Too often, it is neces-
sary to ‘break the script’ of routinised 
assessment and management process-
es in order to recognise key uncertain-
ties and the potential for serious harm 
to human and environmental health. In 
the domain of chemical regulation, pre-
cautionary moments appear to arise on 
an ad-hoc basis and without fostering 
changes to institutionally sanctioned as-
sessment and management protocols.107

4.4.4  Promoting early risk research  
 and anticipatory and  
 foresight processes in risk and  
 innovation governance

The European regulatory system has 
a long history of ignoring or respond-
ing belatedly to early warning signs108. 
Failure to take timely action often stems 
from failure to engage in anticipatory re-
search into early warning signs. As a re-
sult, regulators and policymakers have 

often failed to take timely action on iden-
tified, but poorly understood hazards 
and threats caused by new technologies 
and products109. Moving forward, the 
EU policy-making institutions should en-
sure that funding and incentive schemes 
for research, development and innova-
tion are accompanied by a strengthened 
emphasis on anticipatory risk research 
and monitoring.xxxvii The case of nano-
technologies shows that the European 
innovation ecosystem has come some 
way in appreciating not just the poten-
tial opportunities of emergent technol-
ogies, but also their potential risks (see 
Box 9).110 Anticipation is a cornerstone in 
responsible innovation (RI)111. RI oblig-
es researchers to remain sensitive to the 
plausible social and ecological impacts 
in ongoing research and development 
processes, and in the development of 
emergent and potentially future-shap-
ing technologies. From an RI perspective, 
precaution is essential to help ensure re-
sponsive, adaptive and integrated man-
agement of the innovation processxxxviii 

Box 8: Regrettable substitution –  
 the bisphenol-A case106

A prominent example of regrettable substitution – the in-
troduction or adoption of chemicals that may not be safer 
and potentially worse - is the bisphenol-A case:

‘The hormone-disrupting chemical bisphenol-A (BPA), has 
been banned for use in baby bottles and other plastic prod-
ucts. However, this may not have completely removed risks 
for consumers, because BPA may have been replaced by bi-
sphenol-S (BPS), a similar chemical which may be even more 
harmful to children’s health. … Substitution is occurring be-
cause BPS has similar technical properties to BPA. Although 
there is not full scientific certainty and evaluations are on-
going, it is not unreasonable to expect that BPS may exhib-
it similar ED effects as BPA. In summary, manufacturers of 
the above-mentioned products may be taking advantage of 
the lack of information and the lower regulatory pressure on 
BPS compared to that on BPA, which may result in potentially 
regrettable substitution of BPA. This is a clear example of 
substitution with the least regulated alternative.’*

* See also: Health Council of the Netherlands (2014). The health risks of 
Bisphenol A analogues. Advisory letter. Publication 2014/06E.  
https://www.healthcouncil.nl/documents/advisory-reports/2014/03/18/
the-health-risks-of-bisphenol-a-analogues. Groen, A., & Neuhold, C. 
(2020). Endocrine disruptors. RECIPES case study report https://recipes-
project.eu/sites/default/files/2020-11/CS3_Endocrine%20Disruptors.pdf. 

https://www.healthcouncil.nl/documents/advisory-reports/2014/03/18/the-health-risks-of-bisphenol-a-analogues
https://www.healthcouncil.nl/documents/advisory-reports/2014/03/18/the-health-risks-of-bisphenol-a-analogues
https://recipes-project.eu/sites/default/files/2020-11/CS3_Endocrine%20Disruptors.pdf
https://recipes-project.eu/sites/default/files/2020-11/CS3_Endocrine%20Disruptors.pdf
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Box 9: Early risk research  
 on nanosciences and  
 nanotechnologies

‘In the Code of Conduct [for respon-
sible nanosciences and nanotech-
nologies research], the principle 
appears in the call for risk assess-
ment before any public funding 
of research (a strategy currently 
applied in the 7th Framework Pro-
gramme for research). Rather than 
stifling research and innovation, the 
precautionary principle acts within 
the Code of Conduct as a focus for 
action, in that it calls for funding for 
the development of risk methodolo-
gies, the execution of risk research, 
and the active identification of 
knowledge gaps.’ 

Neither precaution nor anticipation can 
be left to science, research and develop-
ment; they need to be a widely shared 
and a systemic responsibility. In the reg-
ulatory system, anticipation needs to be 
routinised in formal risk assessments and 
management processes. Thus, for ex-
ample, the decision to ban or restrict the 
use of a chemical (e.g., bisphenol A or ne-
onicotinoids) should consider which sub-
stances are likely to take its place (e.g., 
bisphenol S or sulfoxaflor) (see Box 9).  

xxxix This could take the form of a new assessment and risk management procedure, directed at closing predictable gaps in the regulatory landscape.

If likely substitutes share properties (e.g., 
mode of action, potential impact on hu-
man health or the environment) that in-
formed the original ban, steps should be 
initiated to discourage substitution from 
taking place.xxxix Substitution, in short, 
should be informed rather than acci-
dental112.

The European regulatory system has a 
relatively poor track record in identify-
ing and tackling threats in the presence 
of scientific and political controversy.113 
Moreover, the tendency for bans and use 
restrictions to give rise to highly similar 
hazard profiles highlights weaknesses 
in the European approach to chemicals 
regulation114. It has long been suggest-
ed that the European regulatory sys-
tem needs to move beyond the sub-
stance-centric, incremental approach 
to risk management, and towards a 
system that more effectively encourag-
es the adoption of safer alternatives115. 
Although precautious and anticipatory 
action is often said to be at odds with 
innovation, regulatory forbearance on 
harmful or potentially harmful chemi-
cals does not encourage innovation. To 
the contrary, regulatory inactivity can 
lead to damaging technological lock-
ins. At present, substance-centric regu-
latory incrementalism favours equally 
substance-centric incremental adapta-

tion over much needed fundamental in-
novation and change116. Current efforts 
to move towards a more class-oriented 
approach to chemical assessment and 
management may prove helpful and 
can be used to spur on research on and 
the development of safer alternatives, 
whether chemical or non-chemical.

Importantly, the search for safer alterna-
tives is not only a question of risk assess-
ment and risk management. The search 
for less harmful alternatives needs to 
inform the broader array of public and 
private research and innovation infra-
structures (e.g., research and education 
funding). The European polity should 
target its substantial legal and finan-
cial capacity towards the definition of  
more ecologically sustainable and soci-
etally beneficial innovation pathways.  
To achieve this, the use of the precau-
tionary principle as a compass is es-
sential. Technology assessment, an-
ticipatory risk research, foresight and 
scenario processes can be used for pro-
actively engaging with uncertain risks.  
Researching, acknowledging, and com-
municating about these risks and ad-
justing the technology or innovation ac-
cordingly early on is a way to support 
the development of new and creative 
ways of living that do less harm to the 
health of humans and the environment.  



70

In order to be able to make good use of 
the knowledge generated from anticipa-
tory projects such as foresight process-
es, knowledge assessment procedures 
should be used or further developed (see 
Box 7). Such procedures should allow 
assessment of the quality of knowledge 
that is mobilised and used within the in-
novation policy process. This is especially 
important in areas in which scientific risk 
assessments contradict each other, or in 
the case of serious knowledge gaps117.

Both the use of the precautionary prin-
ciple as a safeguard and as a compass 
can contribute to technologies, innova-
tion, and lifestyles that do less harm to 
humans and the environment. It is im-
portant that knowledge collection and 
generation of the two ways of using the 
precautionary principle are well inter-
linked and the results from both process-
es acknowledged as forming a body of 
actionable knowledge. Knowledge from 
risk research, for example, can inform 
the application of the precautionary 
principle as a safeguard, while knowl-
edge produced from the assessment 
of uncertain risks in risk regulation can 
stimulate or boost risk research and oth-
er anticipatory projects such as technol-
ogy assessment or foresight processes.

4.4.4.1 Precaution-related knowledge  
 for responsible innovation

Current frameworks of ‘responsible in-
novation’ attempt to build capacity for 
anticipation, reflexivity, inclusion, and 
responsiveness in the governance of 
science, technology and innovation118.  
Both the use of the precautionary princi-
ple as a safeguard and its use as a com-
pass can serve as important mechanisms 
in this attempt. 

Approaches of responsible innova-
tion (RI) address the issue of a responsi-
ble design and governance of research 
and innovation processes. The idea is to 
transform the research and innovation 
systems in such a way that innovation 
and the science and research intended  
to lead to it, are more anticipatory, more 
reflexive, more inclusive and delibera-
tive, and, in total, more responsive119. This 
change should make it easier to raise, 
discuss and respond to questions about 
the intended and unintended impacts of 
science and technology120. It should facil-
itate directing or re-directing science and 
technology towards societally beneficial 
outcomes such as sustainability goals or 
maintaining high levels of protection of 
human and environmental health. Using 
the precautionary principle as a safe-
guard is a mechanism that helps policy 

© pexels.com / ThisisEngineering RAEng
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and regulation to respond to improved 
anticipation. Use of the precautionary 
principle as a compass is a mechanism 
that helps innovation systems to deliver 
improved anticipation. The knowledge 
generated by using the precautionary 
principle as a compass (e.g., via technol-
ogy assessment, foresight processes or 
risk research) can help promote a timely 
and more broadly informed application 
of the precautionary principle in EU risk 
policy and regulation.

Use of the precautionary principle as a 
compass has value, even when it occurs 
independently from the precautionary 
principle formally included in policies or 
regulations. It can help when proactively 
shaping the future in terms of collectively 
acting ‘in the service of new and creative 
ways of living that do less harm to the 
health of humans and nature, and it can 
sustain the viability of the biosphere’121. 
Use of the precautionary principle as a 
compass can stimulate ‘responsible in-
novation’, e.g., technologies supporting 
new ways of living that better protect 
humans and the environment.

In line with the idea of responsible in-
novation, technological development 
needs to be seen in the light of achiev-
ing widely supported public values. The 
Treaty on European Union provides 

such values and some normative anchor 
points for how to define a ‘responsible’ in-
novation in terms of positive outcomes or 
the right impacts of innovation. These in-
clude, for example, sustainable develop-
ment, promotion of scientific and tech-
nological advance, quality of life and a 
high level of protection of human health 
and environment, the principle of equal-
ity and the precautionary principle itself. 
Nonetheless, given complexities, uncer-
tainties, and ambiguities regarding im-
pacts, risks and benefits, what counts as 
‘responsible’ in a concrete case in a plu-
ralistic society is rarely self-evident, often 
hotly contested and needs to be delib-
erated by a broad range of societal ac-
tors. The precautionary principle is a tool 

for dealing responsibly with complexities 
and uncertainties in research and inno-
vation in order to achieve widely sup-
ported public values122.

4.4.5  Implications for scientific  
 practice

It is important to emphasise that the use 
of the precautionary principle as a safe-
guard and compass requires some more 
profound changes in scientific practice. 
Action points in this regard are listed in 
Box 10. UNESCO’s World Commission 
on the Ethics of Scientific Knowledge 
and Technology (COMEST) has high-
lighted them in its 2005 report on the 
precautionary principle.

© pexels.com / ThisIsEngineering
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Box 10: The precautionary principle and implication  
  for scientific practice123

Enhance the role of vulnerability science by systematically searching for surprises and ways to 
constrain them, e.g., by learning from examples of surprises and non-linear system behaviour 
from the past or constructing plausible scenarios by which unlikely undesirable future events 
might be realised.

Enhance the role of systematic monitoring of observable effects on occupational, public or 
ecosystem health and the role of empirical research into outstanding questions or anomalies 
in our understanding of particular hazards

Be more realistic about the role and potential of science in the assessment of complex 
risk. Scientific and technical evidence and analysis remain essential. However – under a 
precautionary approach – scientific analysis is seen as a necessary but not exclusive basis for 
effective policy choices.

For sustainable development and to develop precautionary measures, build knowledge 
partnerships with other knowledge holders. To meet the challenges of quality control in the 
assessment of complex risks, the science for policy in the face of uncertainty requires new 
transdisciplinary contacts and integration (internal extension of the peer community) and also 
new contacts with policymakers, NGOs, industry, media and the public (external extension of 
the peer community).

Ensure whistle-blowers are protected. Vested interests and the high stakes involved in new 
technologies can lead to tendencies to hide uncertainties and evidence that may indicate risks 
because public knowledge of these risks might hamper the further competitive development 
of that technology. The ethics and the legal framework of whistle-blowing need more careful 
attention than is currently the case.

© pexels.com / Pixabay
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5.1   Executive summary 

EU policymakers and advisory bod-
ies can use the precautionary principle 
both as a safeguard and as a compass 
to guide responsible innovation and thus 
cope with the most pressing current and 
future societal problems. Participatory 
processes need to reflect whether the 
precautionary principle is applied as a 
safeguard or as a compass.

Participatory processes should be im-
plemented, aiming for the meta-crite-
ria of fairness and competence to fos-
ter good governance and adaptive 
policy-learning. In this way, an inclusive 
and adaptive risk governance frame-
work supports policymakers and advi-
sory bodies in enhancing institutional 
and societal risk governance towards 
sustainable development.

Conflicts of values, knowledge and in-
terests need to be managed better be-
cause they contribute to an inconsistent 
application of the precautionary princi-
ple. Results from the RECIPES project in-
dicate that the inconsistent application 
of the precautionary principle is the re-
sult of unresolved conflicts between Eu-
ropean stakeholders concerning values, 
knowledge and interests.

Participatory processes can uncov-
er and help resolve conflicts of knowl-
edge and values and thus improve the 
application of the precautionary prin-
ciple. Empirical and theoretical argu-
mentation justifies strengthened delib-
erative practices to further establish the 
science-society-policy interface and im-
prove understanding and acceptance 
between stakeholders despite their dif-
fering claims to knowledge and values.

Fair and competent participatory pro-
cesses are vital for the European Un-
ion to uphold their commitment to 
good risk governance. While ongoing 
European deliberative activities such 
as the Conference on the Future of Eu-
rope or the Competence Centre on Par-
ticipatory and Deliberative Democracy 
are excellent starting points, participa-
tory practices need to be improved fur-
ther to enable policy- and decisionmak-
ers to cope with the multiplicity of risks 
and uncertainties associated with the 
most pressing societal problems and to 
learn to navigate in a multi-risk world 
aiming for more resilient and sustaina-
ble societies.

5 GUIDANCE FOR 
PARTICIPATORY 
APPROACHES 
SUPPORTING THE 
APPLICATION OF THE 
PRECAUTIONARY 
PRINCIPLE 
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xl Examples are the various Directorates-General (DGs) e.g. CLIMA, ENER, ENV, CINEA and the respective executive agencies and service departments e.g. IDEA.
xli Examples include the Group of Chief Scientific Advisors and Science Advice for Policy by European Academies (in short: SAPEA) (both part of the European 

Commission’s Scientific Advice Mechanism, in short: SAM) and the European Federation of Academies of Sciences and Humanities (in short: ALLEA).
xlii See appendix I for more information.

5.2   Introduction  

This document aims to provide guidance 
on why and how to support the appli-
cation of the precautionary principle 
through participatory approaches. It is 
aimed primarily at European Union (EU) 
policymakers and public authorities in 
the fields of risk and innovation govern-
ance.xl It also addresses EU-level and 
European scientific institutions that are 
concerned with this issue.xli

 
The contents of this document, howev-
er, may be of great interest and value to 
non-governmental organisations, civil 
society organisations, industry and busi-
nesses and other stakeholders that are 
participating in current debates con-
cerning precaution and innovation.

The guidance is based on the research 
from the Horizon2020 project RECI-
PESxlii and is part of a three-part series. 
For questions on when to apply the pre-
cautionary principle, and what to bear in 

Inclusive and reflexive participatory 
processes are essential for good gov-
ernance. Deliberative processes are use-
ful for uncovering the plurality of public 
interests and enabling engagement with 
a greater diversity of relevant knowledge 
holders. Risks associated with high levels 
of complexity and social ambiguity re-
quire inclusive risk assessment processes 
and decision-making processes that con-
sider public concerns and interests.

Participatory processes should meet 
the meta-criteria of fairness and com-
petence. Because participatory process-
es can and should take many shapes and 
forms, it may be difficult to assess their 
quality. Scholars recommend applying 
the meta-criteria of fairness and compe-
tence to ensure good governance.

Choosing the right methodology for 
participatory processes relies on sound 
expertise with regards to deliberative 
methods and analysis of situational fac-
tors. Tools like Action Catalogue should be 

applied as a database of methodologies 
for deliberative practices. Decision-mak-
ers must be aware of the given stage of 
the assessed innovation, risk governance 
arrangements, situational and institution-
al factors, the objective of stakeholder 
engagement, transparency of the partic-
ipatory process, as well as power asym-
metries among stakeholders in order to 
choose an appropriate method.

Inclusive and reflexive participatory 
processes on complex topics require 
buy-in and follow-through from poli-
cymakers and regulators. This demand 
should be reflected in the allocation of 
resources in project calls, regulation 
processes and decision-making. Ensur-
ing fair and competent participation re-
quires that policymakers and regulators 
are able and expected to prioritise good 
governance practices and adaptive pol-
icy-learning. Such a prioritisation should 
be facilitated through the allocation of 
resources as a basic practice of regula-
tion and decision-making.
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mind when doing so, please refer to the 
document on the scope of application. 
For questions specifically related to the 
sources of expertise and their role in the 
policy cycle of the precautionary princi-
ple, please refer to the document on or-
ganisation of expertise. The three docu-
ments are connected and build on each 
other. It is therefore recommended that 
all three documents are read by the in-
tended target group.

The precautionary principle is an an-
ticipatory instrument that the EU uses 
to ensure that new technologies are in-
troduced and applied in ways that do 
not violate fundamental EU rights, val-
ues and principles The EC Commu-
nication on the precautionary princi-
ple presents the principle primarily as 
a safeguard that may protect human 
health and the environment. In addition 
to this, however, the precautionary prin-
ciple is applicable beyond regulatory 
science and the assessment and man-
agement of risks. It can be used proac-
tively as a general policy approach and 
compass that helps decision-makers 
to develop and promote an integrated 
policy for addressing major challeng-
es such as conserving biodiversity,125 
managing climate risks126 and respon-
sibly developing new technologies such  
 

xliii The document on scope of application explores and further justifies the use of precaution-based policymaking as a compass that guides innovation.

as synthetic biology or nanotechnolo-
gy 127, especially when such challenges  
or technologies are associated with high 
levels of complexity, uncertainty and so-
cietal controversy.xliii 

In the European Union, the precautionary 
principle provides an important instru-
ment for the management and proac-
tive regulation of uncertain and serious 
threats. However, precautionary meas-
ures are frequently taken too late, and 
often in a restrictive and piecemeal fash-
ion. In other instances, the management 
of uncertain threats may result in societal 
conflict, public controversies, regulatory 
loopholes and regrettable substitution. 
In view of these shortcomings, it is nec-
essary to understand the application of 
the precautionary principle as a continu-
ing learning process. Several case study 
analyses128 suggest that it is important to 
deal with the following question in such a 
learning process: 

The project mandate hinges on the Re-
sponsible Innovation (RI) approach, which 
is geared towards building effective co-
operation between science and socie-
ty by ensuring that innovation is always 
accompanied by social awareness and 
responsibility. 129 A constituting element 
of the RECIPES project is thus co-crea-
tion based on the inclusion of stakehold-
ers for the advancement of precaution-
ary policymaking. Through participatory 
workshops conducted in RECIPES, rele-
vant stakeholders have indicated a need 
that concretises the above question and 
the aim of this document:

“Clarity on procedures and practice of 
participation in decision-making e.g., in 
agenda setting, policy development and 
innovation processes as a whole”130 is de-
sired. In short, stakeholder needs, aca-
demia and empirical examples in the EU 
form the foundation that shapes the aim 
of this document. 

How could participatory processes be organised 
in ways that improve the management and regulation 

of uncertain risks, as well as reduce the likelihood of 
shortcomings such as those mentioned above?
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Thus, this document aims to demonstrate 
why and how the application of the pre-
cautionary principle should be informed 
by robust knowledge and promote risk 
governance that is informed and con-
textualised by participatory processes. 
In the second chapter, RECIPES research 
and normative arguments are explored 
to argue that strengthened participation 
is essential when applying the precau-
tionary principle. The third chapter shifts 
from exploring the why to showing how 
participatory processes may be used to 
improve and strengthen the application 
of the precautionary principle both in the 
role of safeguard and of compass (see 
guidance on scope of application). 

The strengthened application of the 
precautionary principle through par-
ticipation, it is argued is a useful guide 
for responsible innovation by helping to 
cope with the most pressing current and 
future societal problems. For such im-
provements to take place, meta-criteria 
such as fairness and competence should 
be upheld in participatory policymak-
ing, thus fostering good governance and 
adaptive policy-learning. In short, the 
last chapter tangibly shows how partic-
ipatory processes may be used to move 
towards comprehensive, inclusive and 
adaptive risk governance that enhance 
institutional and societal risk handling. 131

The EU Commission acknowledges the strong 
link between precaution, innovation and par-
ticipation as it asks for the implementation of 
participation in governance processes e.g., 
by referring to Responsible Research and In-
novation (RRI) and declares “participation” 
one of the principles of good governance*.

The European commitment to participatory 
processes in risk governance is heavily sup-
ported and called for by researchers, point-
ing to an evident potential contribution to 
improved risk governance**. In fact, most em-
pirical meta-studies on the link between pub-
lic participation and risk governance point to 
strengthened decision-making as a result of de-
liberation, concluding that future risk govern-
ance should be inclusive and participatory***.

The IRGC risk governance framework illus-
trates such a future for risk governance prac-
tices, in which participatory processes as well 
as risk communication are attributed an im-
portant function. Depending on the charac-

teristics of the risk issue and the given stage 
of risk governance, appropriate participatory 
methods may be determined. This guidance 
integrates these notions to provide sugges-
tions for a deliberative future risk governance.

Like the stages of risk governance, this guid-
ance stresses the role of innovation in relation 
to precaution and participation. The con-
cept of responsible innovation (RI) is a tenet 
of the reasoning behind this guidance. Von 
Schomberg**** establishes how RI “marks the 
paradigm shift from a justification in purely 
macro-economic terms towards a justification 
of the purpose and direction of innovation in 
terms of broadly shared public values”. In the 
last chapter of this guidance, the innovation 
cycle is exemplified, showing how delibera-
tive methods can express public values. 

The guidance document thus adds itself to a 
range of arguments that identify and call for 
the strong link between precaution, partici-
pation and innovation.

Box 11: Precaution, participation and innovation

* Renn, O. (2008). Risk Governance: Coping with Uncertainty in a Complex World. London; Rutledge, Earthscan.
** Renn, O. (2008). Risk Governance: Coping with Uncertainty in a Complex World. London; Rutledge, Earthscan.
*** Klinke, A., & Renn, O. (2012). Adaptive and Integrative Governance on Risk and Uncertainty. Journal of Risk 
Research 15(3), 273–92. https://doi.org/10.1080/13669877.2011.636838.
**** Schomberg, R. v. (2015). Responsible innovation: The new paradigm for science, technology and innovation 
policy, A. Bogner, M. Decker and M. Sotoudeh, Responsible Innovation: Neue Impulse für die Technikfolgen-
abschätzung, Baden-Baden, Nomos. 47–70.

https://doi.org/10.1080/13669877.2011.636838
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5.3   Rationale of participatory processes in    
 application of the precautionary principle  

xliv Case studies range from GMO through neonicotinoid insecticides to AI and are available via https://www.recipes-project.eu/results/analysis-case-studies.

In this chapter, the rationale behind par-
ticipatory processes in the application of 
the precautionary principle is explored 
and the strengthening of deliberative 
practices is justified. The chapter ap-
proaches the rationale from two an-
gles: (1) lessons learned from RECIPES 
research and (2) theoretical and demo-
cratic arguments for strengthened par-
ticipation.

5.3.1  Two major lessons derived   
 from RECIPES research 

The RECIPES project has facilitated a 
range of case studies from which com-
mon emerging themes have been identi-
fied.xliv From these themes, it is suggested 
that conflicts around the precautionary 
principle often stem from controversies 
between claims of knowledge and claims 
of values. This indicates that issues re-
garding the precautionary principle may 
be relieved through greater participa-
tory deliberations on the normative as-
sumptions of knowledge and values.

5.3.1.1 Two major lessons

Based on the findings of inter-case study analysis, this report derives the follow-
ing two points relevant to the precautionary principle and its link to participation:

1 Inconsistencies in the application of the precautionary principle may be linked 
to conflicts over claims of knowledge, values and interests.132 An implicit chal-
lenge in these conflicts occurs when conflicting claims over knowledge and/or 
values arise at the same time. Therefore, value conflicts and competing prob-
lem framings need to be addressed in decision-making, mainly because the 
articulation of values and alternative perspectives guide the selection and 
interpretation of evidence and help to identify decision alternatives. In other 
words, besides the evidence gained from scientific research, risk and uncer-
tainty assessment, the knowledge and dialogue with stakeholders in partici-
patory processes can contribute to a better understanding and a higher qual-
ity of the process of problem scoping at science-policy interfaces. 

2 Clarifying values, knowledge and interest conflicts is essential to improve the 
interaction of all actors involved. The aim of mitigating value/knowledge 
claims through deliberation is heavily embedded in frameworks for respon-
sible innovation (RI). As such, RECIPES research calls for a strengthening of 
the RI approach, which “ is critical of the dominant global economic paradigm, 
highlighting that there are market deficits in delivering innovations on societal-
ly desirable goals”.133 Responsible Innovation marks the “paradigm shift from a 
justification in purely macro-economic terms towards a justification of the pur-
pose and direction of innovation in terms of broadly shared public values”.134 

https://www.recipes-project.eu/results/analysis-case-studies
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In short, RECIPES research first and fore-
most indicates that the inconsistencies in 
the application of the precautionary prin-
ciple are linked to conflicts over claims of 
knowledge, values and interests.xlv It fol-
lows that such conflicts should be clar-
ified in line with the basic principles of 
RI, accepting that innovation should be 
given direction (and be regulated) on a 
basis of broadly shared public values. 
Identifying such values requires careful-
ly thought-out deliberative processes. 
Additionally, these conflicts must be ex-
plored and addressed through delibera-
tion among a broad range of societal ac-
tors, in line with the basic principles of RI.

5.3.1.2 Linking the lessons learned with  
 a RECIPES needs assessment

If carefully thought-out participatory 
practices are necessary to minimise in-
consistencies in the application of the 
precautionary principle, the crucial ques-
tions to address in this guidance are:

xlv The distinction between knowledge and values is also among the 12 lessons cited in the European Environmental Agency Report Late lessons from early 
warnings (2013, p. 12): Lesson 8 “Ensure use of ‘lay’ and local knowledge, as well as relevant specialist expertise in the appraisal” and Lesson 9 “Take full 
account of the assumptions and values of different social groups”.

These questions were reflected explic-
itly in RECIPES research, when a range 
of stakeholders were engaged to dis-
cuss the central issues (and their subse-
quent needs) of the application of the 
precautionary principle. In this needs as-
sessment of the RECIPES project, stake-
holder needs in relation to participation 
were clustered and named as the follow-
ing themes: transparency, facilitation, 
asymmetries, public engagement and 
public interest.

The central questions established above 
link naturally to the themes of facilita-
tion and public engagement, pertaining 
to when and how relevant stakeholders 
should be involved, as well as who to se-
lect for inclusion. The themes of trans-
parency and asymmetries delve more 
into the practical facilitation of partici-
patory processes, calling for guidance 
on specific considerations that are re-
quired to achieve fair and competent 
practices. Last, the need for clarity on 

the public interest links directly to the 
second main lessons learned from RECI-
PES research, as participatory processes 
inherently bear the objective of identify-
ing broadly shared public values.

5.3.2  Theoretical foundations for  
 strong participatory   
 processes

As established above, RECIPES research 
clearly calls for a strengthening and im-
provement of participatory procedures 
in the application of the precautionary 
principle. This objective is reflected in 
academic literature and may be justi-
fied through normative, substantive and 
instrumental argumentation. This chap-
ter thus strengthens the message of the 
sub-chapter above, showing why policy-
makers need to move towards a frame-
work of good governance through a 
strengthening of participatory methods. 

Drawing on previous work by a variety of 
authors, Bidwell and Schweizer135 differ-
entiate between three main arguments 
for participation: (1) normative, (2) sub-
stantive and (3) instrumental:

Normative arguments for participa-
tion are typically based on philosoph-
ical principles of democracy and cit-
izenship. Participation in this sense 

At what stage(s) in the cycle of precaution-based 
policymaking are participatory processes appropriate? 

How should the kind of participatory process be 
determined and carried out? 
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stems from the democratic ideal that 
members of the public have a right 
to influence the decisions that affect 
them, the things they value and the 
type of knowledge they consider rele-
vant to include in scientific assessment 
of the issue at hand. In this line of ar-
gument, the normative ideal of citizen 
engagement and empowerment is the 
overriding goal.

Following substantive argumentation, 
the quality of information in a pro-
cess improves through the addition of 
a variety of perspectives on both the 
cognitive and the normative dimen-
sions of a complex issue. Inclusion of 
knowledge from non-experts (en-
gagement of other knowledge-hold-
ers, including citizens) leads to better 
decisions. From the substantive per-
spective, the goal of participation is to 
improve outcomes by bringing a wider 
range of relevant knowledge into the 
decision-making process, whether the 
knowledge is about local context, tech-
nical data or public values and prefer-
ences. As such, strengthening partici-
patory procedures is imperative in the 
approach towards good governance.

The instrumental arguments empha-
sise that participation is used to gain 
more legitimacy of and acceptance 
for decisions and ease their imple-

mentation. Four main forms of instru-
mental argumentation are that par-
ticipation serves: a) to gain “legitimacy 
or support”; b) as a way to confirm a 
draft decision; c) to educate both ex-
perts and the public regarding as-
pects of the problem they might be  

ill-informed about (mutual learning 
process); or d) to meet legal obliga-
tions. In this sense, participation also 
links to a strengthened science-socie-
ty-policy interface (see box 12), ensur-
ing greater acceptance between these 
three major stakeholder groups. 

Environmental research responds to an increas-
ing demand by public and private decision makers 
for actionable knowledge. The growing demand 
for expertise reflects the extent to which policy has 
become evidence-informed in fields such as glob-
al warming, biodiversity, ozone depletion, air pol-
lution, forest conservation and sustainability poli-
cy in general, all of which are increasingly linked to 
issues such as food security, development and fair 
and inclusive economic growth. At the same time, 
environmental research and policy advice also 
face novel challenges such as meeting the scientif-
ic credibility, delivery on time, and societal “useful-
ness” under scientific uncertainties and contested 
values and political interests.

These challenges are the starting point for re-
search on science-society-policy-interfaces. It 
aims to contribute to the analysis of the design of 
research and assessments as well as their interac-

tions with society. It asks what knowledge about 
risks, uncertainties and socio-political ambiguities 
of a particular issue is necessary to help to deal 
with the challenges?

Research at the science-society-policy interfaces 
has contributed to a variety of practical attempts 
to integrate insights into recent research and stake-
holder activities, including recent intergovern-
mental negotiations on the IPCC reform process, 
the establishment of the Intergovernmental Sci-
ence-Policy Platform on Biodiversity and Ecosystem 
Services (IPBES) and the Biodiversity Knowledge 
network. By combining scientific analysis and prac-
tical engagement, this approach tries to generate 
concepts, criteria and guidelines for the handling 
of risks under conditions of complexity, uncertain-
ty and ambiguity,  and by evaluating and explor-
ing design options and procedures in fields such  
as water, energy and ecosystem services.*

Box 12: Science-society-policy-interfaces for the governance  
  of sociotechnical transformations to sustainability
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* Beck, Silke, Sheila Jasanoff, Andy Stirling, and Christine Polzin (2021). „The Governance of Sociotechnical Transformations to Sustainability“. 
Current Opinion in Environmental Sustainability 49 (April 2021): 143–52. https://doi.org/10.1016/j.cosust.2021.04.010. 

EEAC (2020). „A new science-policy-society interface for the 2030 Agenda: the role of European Advisory Councils on the Environment and 
Sustainable Development“. European Environment and Sustainable Development Advisory Councils, 2020. http://eeac.eu/wp-content/
uploads/2019/01/EEAC-Network-contribution-to-the-UN-Global-Sustainable-Development-Report-2019.pdf.

https://doi.org/10.1016/j.cosust.2021.04.010
http://eeac.eu/wp-content/uploads/2019/01/EEAC-Network-contribution-to-the-UN-Global-Sustainable-Development-Report-2019.pdf
http://eeac.eu/wp-content/uploads/2019/01/EEAC-Network-contribution-to-the-UN-Global-Sustainable-Development-Report-2019.pdf


Among the many examples in the en-
vironmental domain, the Aarhus Con-
vention (Convention on Access to In-
formation, Public Participation in 
Decision-making and Access to Justice 
in Environmental Matters),137 establish-
es that sustainable development can be 
achieved only through the involvement 

of all stakeholders and focuses on in-
teractions between the public and pub-
lic authorities in a democratic context.138 
Following the argumentation of Bidwell 
& Schweizer,139 seeing the conclusion by 
the IRGC, and noting the European com-
mitments such as the Aarhus Convention, 
participation is essential when facing 
uncertain and ambiguous risks. Dealing 
with the questions derived from RECIPES 
research is thus fully justified since good 
governance practices rely on clarifying 
values, knowledge and interest conflicts.

The arguments of this chapter fall in line 
with the three central principles of gov-
ernance presented by the IRGC:140 com-
munication and inclusion, integration 
and reflection. It is useful to explicitly 
state that risk communication is a vital 
and ongoing part of effective risk gov-
ernance. It is a cross-cutting function at 
the centre of the risk governance frame-
work. It is the continuous process of shar-
ing or exchanging risk-related informa-
tion, data and knowledge among the 
diverse groups involved in risk govern-
ance, such as scientists, policymakers, 
regulators, industry, consumers, work-
ers and the general public. Without risk 
communication, there cannot truly be 
any successful stakeholder involvement. 
Effective and early communication is 
the key to creating long-term trust in risk 
management when knowledge about a 

risk is complex, uncertain and/or ambig-
uous. Stakeholder involvement then goes 
beyond communication by ensuring that 
stakeholder knowledge, interests, values 
and worldviews are incorporated and 
given their due in the governance pro-
cess. In addition, stakeholders are im-
portant agents for disseminating the re-
sults of the risk governance process and 
facilitating outreach throughout. These 
points are all reflected in the illustration 
on the next page, highlighting the most 
important features of good risk and un-
certainty governance as developed by 
the IRGC.

The three points of argumentation illustrate a holistic 
justification for participatory approaches to precau-
tion-based policymaking. The points made above may 
be supplemented with a conclusion proposed by the 
IRGC136 arguing that effective stakeholder involvement 
helps risk managers in several ways, by:

1 Providing fair, accurate and appropriate information 
to ensure that stakeholders are aware of the risks and 
benefits associated with technologies, products, activ-
ities or situations; 

2 Assessing stakeholders’ opinions and preferences re-
garding risks, risk technical assessment and risk man-
agement decisions, so that this information can be in-
corporated into the decision-making process; 

3 Creating the conditions for informed consent, behaviour 
change and building public confidence in appropriate 
risk management decisions; and 

4 Contributing to mutual understanding that helps to re-
solve ambiguities and conflicts about trade-offs and 
preferences among and between stakeholders, regu-
lators and society.

80
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Figure 3: The IRGC risk governance framework141
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5.4 Choosing participatory methods and tools

In the second chapter it was argued that 
the identified inconsistencies in the appli-
cation of the precautionary principle are 
to a large extent the result of conflicting 
views on values and knowledge. Policy-
makers and regulating agencies need to 
assess and consider societal values, pub-
lic interests and knowledge claims for 
evidence-informed policymaking. Pub-
lic participation plays a prominent role 
in this regard. Results from the RECIPES 
project and academic literature point to 
participation as being the primary ap-
proach to illuminate and process claims 
of knowledge and claims of values. 
Chapter 5.3 thus already delved into cen-
tral considerations that are required to 
improve governance procedures in the 
EU. In this final chapter, the previously es-
tablished essential question is addressed: 
Which form of participation needs to 
be applied at what stages of precau-
tion-based policymaking? In other words: 
“What are the challenges when choosing 
participatory methods?” While there is 
not simple answer to this question, the 
chapter provides input on the five themes 
from the RECIPES needs assessment. The 
immediate need that is addressed in this 
chapter is that of facilitation. By consid-
ering distinct phases of innovation, we 
help to choose who to include and how 
to do so. This is further related to the pre-

cautionary approach, being either that 
of a guiding compass, or that of a safe-
guard. This last chapter thus moves from 
the previous chapters’ policy level of ide-
al risk governance and normative argu-
mentation to a rather practical level of 
methodological considerations.

Strict rules may prove too inflexible in 
volatile situations. Guidelines for partic-
ipation in general, and especially partici-
pation in risk estimation, need to be prob-
lem-oriented and adaptive to changing 
conditions. Participation cannot be theo-
ry-based because the outcome of prac-
tices always will be uncertain.142 There-
fore, the guidelines and tools provided 
in this guidance should not be applied 
in an arbitrary manner. Rather, it should 
be considered carefully how they might 
aid in ensuring greater transparency and 
inclusivity as well as earlier participa-
tion. This guidance takes the stakeholder 
need for facilitation and applies it as an 
entry point to provide concrete guidance 
in participatory processes at all stages of 
the innovation cycle. The discussion on 
facilitation sheds light on the stakeholder 
need of the public interest as well. From 
there, the topics of public engagement, 
transparency and power asymmetries will 
be nuanced and discussed. These stake-
holder needs are addressed in a broad-

© unsplash.com / Isabela Kronemberger



83

er manner and should thus be considered 
for each participatory process, regard-
less of the innovation phase that policy-
makers and regulators may be facing.

5.4.1  Participation in the innovation  
 cycle

Facilitating participatory approaches to 
define precautionary decision-making is 
a difficult task. As this document empha-
sises, however, participation is extremely 
important to prioritise if the wicked prob-
lems that require precautionary meas-
ures are to be solved. As established in 
the EU project PACITA, “Whenever so-
cietal decision making is disconnected 
from the perspectives of those that feel 
its consequences in their daily lives, al-
ienation and dissatisfaction enters the 
relationship between governments and 

xlvi Innovation processes are in reality non-linear, reiterative, and considerably more complex than the figure illustrates.

citizens”.143 While difficult to facilitate, it is 
essential to get participatory procedures 
right. One major lesson from the TAMI 
project on methodology in technology 
assessment is that the relationship be-
tween method and outcome is complex 
and requires great consideration. In line 
with the basic principles of RI, partici-
pation in precautionary decision-mak-
ing should be held to a high standard 
of inclusion, responsiveness, reflexivity 
and anticipation.144 In this section, par-
ticipation is examined from three per-
spectives: (1) Where in the innovation 
process are you? (2) Is the precautionary 
approach that of a compass or that of a 
safeguard? (3) What are the goals of this 
participatory process? On the basis of & 
Ladikas,.145 Burgess and Chilvers,146 and 
Arnstein147 these questions are answered 
in the following model and section.

Figure 4 illustrates a normative typology 
of the distinct phases in innovation (bot-
tom row), the immediate role of policy-
makers and public authorities in relation 
to the innovation phase (middle row), and 
the precautionary approach to the inno-
vation phase (top row). While the reality 
of innovation is more fluid, xlvi the distinc-
tion allows us to establish some consider-
ations and criteria for participatory pro-
cesses in the specific innovation phases. 
This will improve the integration of knowl-
edge, and at the same time create more 
fairness for formerly unheard voices. The 
result in general should end with more 
competence in governing processes both 
in innovation and risk analysis. The fol-
lowing section delves into each of these 
phases and their implications for precau-
tion-based participatory processes.

1. Developing innovation system 
 
In the early stages of innovation 
governance, the concept of situ-
ation appreciation is especially 
important. Innovation evolves (and 
may be governed) within societal, 
political and scientific boundaries. 
During the situation appreciation, 
biases and motivations that affect 
innovation may be identified.
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To achieve some sort of anticipa-
tion, an innovation system may 
therefore be developed that aids 
our understanding of innovations 
and their evolution. In other words: 
what is our society calling for cur-
rently? What scientific areas are 
seen as the frontiers of innovation? 
What current political proceedings 
are expected to affect European 
innovation?

Early stages of the innovation govern-
ance cycle are, as the questions above 
indicate, inherently future oriented. Par-
ticipatory methods at this stage should 
thus reflect the need to acquire contex-
tualised knowledge of current trends 
and future expectations. Because no in-
novations pose any tangible threat at this 
stage, a precautionary principle should 
only be used as a compass, steering the 
development of the innovation system. 
In practical terms, this would entail an-
ticipatory inclusion of the very values 
that the precautionary principle aims to 
protect: human health and the environ-
ment.xlvii As such, citizens and represent-
atives of societal stakeholder groups, 
such as environmental NGOs and la-
bour unions, as well as industry should 
be included in these early participatory 
processes, alongside researchers who 
may provide knowledge on the fron- 

xlvii The guidance document on scope of application presents and establishes the use of precaution as a compass.

 
 
tiers of science. Due to the future-orient-
ed nature of this innovation governance 
phase, the participatory process should 
not be given an unlimited mandate; the 
stakeholder engagement should be 
kept around the level of dialogue, con-
sulting, joint scenario building and fore-
sight, and collaboration. An example of 
a suitable method for a situation like this 
could be CIVISTI.148

2. Seeking goals

Having mapped out the innovation 
system, the task is to set the inno-
vation goals within that system. In 
this phase, it should be clear what 
the societal, political, and scien-
tific boundaries and trajectories 
are. What follows is the decision on 
where to go from here. 

© unsplash.com / drmakete lab
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The phase thus continues to be future 
oriented yet increases in its ability to af-
fect change. As indicated by the RECI-
PES needs assessment, the notion of the 
public interest has proved a complex en-
tity. While participatory processes at all 
stages of the innovation cycle shed light 
on the public interest, the specific aim at 
this stage is to explore this very topic. Par-
ticipatory methods at this stage should 
thus aim for collaborative and broad 
decisions being made on a basis of an-
ticipation and foresight. In other words, 
the aim is again to guide innovation, by 
exploring and seeking general goals for 
future technologies. It goes without say-
ing, that this stage also requires a pre-
cautionary principle that acts as a com-
pass, since anticipation and foresight lie 
at the very core of this stage. This again 
means that stakeholders who are usual-
ly not embraced by research and inno-
vation activities should be prioritised at 
this stage. If basic rights of European cit-
izens are to be protected from potential-
ly harmful technologies, it is evident that 
citizens should be included (and priori-
tised) when deciding on directions for fu-
ture innovation. Participatory process-
es at the stage of goal setting should, in 
short, ensure that the voices of the citi-
zens are heard. As the aim of this stage 
is closer to decision-making, the man-
date of the participatory process should 

be rather high, without reaching the level 
of direct decisions; the stakeholder en-
gagement should reach levels of col-
laboration and empowerment. Because 
some groups (e.g., minorities or future 
generations) may be more vulnerable 
to potentially harmful technologies, and 
because this phase increases the partici-
patory mandate, this phase in particular 
should emphasise fair and inclusive pro-
cedures. An example of a suitable meth-
od for a situation like this could be con-
sensus conferences149 or the Conference 
on the Future or Europe.150 

3. Socio-Technical strategies

Technologies being developed 
within the defined boundaries and 
with the aim of collectively setting 
goals will eventually meet the social 
system. The interaction between a 
technology and the social system 
is understood as partly linear, and 
partly non-linear in the sense that 
some aspects of the interrelation 
may be affected and anticipated, 
while some are harder to identi-
fy.151  Considering the social system 
in the development of technologies 
is the primary approach to avoid 
unforeseen and unwanted side-ef-
fects of the socio-technical system.

 Thus, participatory processes dur-
ing technology development may 
considerably improve the eventual 
implementation of a technology.

This phase relates the social world to 
a tangible technology. The aim of the 
participatory process is therefore to 
bring together the various actors that 
define the socio-technical system and 
take their various perspectives into ac-
count. Consensus should not be the pri-
mary goal, as the task is to map the var-
ious inputs to anticipate the potential 
meeting between technology and the 
social system. As argued throughout 
this document, participation may help 
us explore the conflicting views on val-
ues and knowledge. At this stage, these 
conflicts become more influential and 
should thus be pursued through partic-
ipatory processes. The ability to antici-
pate in this regard requires niche input 
from knowledge holders (e.g., research-
ers, policymakers, industry represent-
atives, workers) who should be includ-
ed in participatory processes. These 
should, however, be accompanied by 
spokespeople of the social system who 
are holders of other relevant forms of 
knowledge (e.g., CSOs, (potentially af-
fected) citizens, consumers). This is a 
crucial stage for policymakers, regula-
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tors and developers to identify poten-
tial early warnings of threats to human 
health or the environment and/or to 
identify potential ways to make the inno-
vation safer, cleaner, more environmen-
tally friendly, healthier and more social-
ly sustainable. As such, the participatory 
mandate is again kept at a medium-low 
level of consulting, involving and col-
laborating. An example of a suitable 
method for this phase of the innovation 
governance cycle could be stakeholder 
working groups.152

4. Making regulations
 
Often, it is when a technology 
reaches the marketplace that the 
public discussion really starts. Pol-
icymakers and regulating agencies 
may need to assess whether a tech-
nology poses a serious threat to 
human health or the environment. 
As argued throughout this docu-
ment, however, such assessments 
often do not consider early warn-
ings, usually raised by laypeople. 
Assessments are also affected by 
scientific disputes and the lack of 
certainty within the academic com-
munity.

In this phase, policymakers and regula-
tors are faced with a tangible technology 
and an uncertain output of the socio-tech-
nical system. Participatory processes at 
this stage should therefore aim to vo-
calise the citizen’s concerns and ideas 
on what to do with technologies. As Ár-
vai argues: “risk is a concept that needs 
to be understood – by laypeople and ex-
perts alike – not corrected”. 153 Having a 
focus on risk communication is therefore 
very important in this stage to create 
good and informed risk management 
decisions. Citizens’ concerns and ideas 
are influenced by normative assumptions 
on knowledge and values, which should 
all be explored. At this stage, the pre-
cautionary principle becomes most rele-
vant as a safeguard, justifying regulatory 
decisions being made to protect human 
health and the environment. To identi-
fy whether a technology poses a serious 
threat, it is then vital to prioritise the en-
tities that may be threatened. Thus, this 
stage calls for great inclusion of (poten-
tially affected) citizens. Involved partici-
pants are used to identify threats and aid 
decision-making at this stage. Thus, the 
participatory mandate should involve 
a rather high level of collaboration and 
empowerment. An example of a suitable 
method for this situation could be citizens’ 
hearings.154

5. Social embedding

As established in this document, in-
novation is confined by the political, 
societal and scientific trajectories 
that define society. Some technol-
ogies become deeply embedded 
in society to reinforce such inno-
vative confinements. A European 
example of this could be livestock 
farming, which the technological 
approach is locked into in several 
member states. Innovations with 
the goal of more sustainable and 
animal-friendly systems struggle 
with implementation as the exist-
ing technologies are too institution-
alised. In other cases, the debate 
on technologies may be furious 
and deadlocked between relevant 
stakeholders. 

At an innovation phase such as this, 
participatory approaches may aid the 
movement from a deadlocked system 
towards alternative innovation. The par-
ticipatory aim is thus to spark dialogue 
and societal imagination towards new 
innovation systems. It is therefore nec-
essary to identify and consider what so-
called ‘images of the future’ are pres-
ent155 amongst different societal levels 
and sectors as well as how action is or 
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could be embedded in these images. 
The precautionary principle drives this 
process as a safeguard, as it calls for 
action due to the threats that a dead-
locked innovation system may pose. In-
terfering with an entire innovation sys-
tem requires input from a broad range 
of actors, and this phase should thus 
include citizens, experts, stakehold-
ers and policymakers. As the aim is fo-
cused on dialogue and imagination, the 
participatory mandate may at a rather 
low level of dialogue and involvement. 
An example of a suitable method for this 
innovation governance phase could be 
scenario workshops.156

6. Reshaping tech systems

At times, innovations are seen to po-
tentially reshape the existing tech 
system. Potentially, their merging 
into the socio-technical system has 
had noticeable impacts and the in-
novation may be forming a techno-
logical trajectory. Technologies are 
bound by the existing socio-tech-
nical system, but may very well go 
on to affect and change the system 
into something else entirely. A time-
ly response to the early signs of a re-
shaping tech system may help pol-
icymakers point out a direction for 
the future innovation system.

At this late stage of the innovation gov-
ernance cycle, a tangible technology 
has created tangible outcomes in the 
socio-technical system and may show 
signs of reshaping the tech system. The 
aim is thus to explore where the technol-
ogy might take our society and whether 
it could pose a threat to human health or 
the environment. The ‘reshaping’ of a tech 
system can be experienced differently at 
different levels in society. An example of 
a suitable method for such a situation 
could be the future search conference.157

When going through the guidance 
above, five conclusions become 
evident:

1  Participation should play a role 
in all phases of the innovation 
cycle to guide innovation and 
protect the environment and 
human health from harmful 
technologies.

2 The precautionary principle (both 
as a safeguard and a compass) 
compels us to include stakehold-
ers who have been previously 
neglected in decision-making 
processes on innovation.

3  Situational appreciation will help 
to find appropriate methods for 
participatory processes.

4  Participatory processes are 
complex and depend on a great 
variety of factors. Approaching 
participation in a routine manner 
may lead to dismissible results at 
best, misleading results at worst.

5  Participatory methods spark 
dialogue that help to identify 
conflicting claims of knowledge 
and values.

The five points above all fall in line with 
the risk governance model  as illustrat-
ed in figure 3. An alternative model of 
adaptive and integrative risk govern-
ance has been developed by Klinke & 
Renn  and can be seen in figure 5 below. 
Here the IRGC model is used as a basis 
and further augmented by organisation-
al requirements, thus reflecting the third 
conclusion above. Thus, the four stages 
of risk governance are accompanied by 
a fifth stage of risk-estimation as well as 
situational considerations, such as insti-
tutional capacity, social capital, resourc-
es and more.
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xlviii See guidance document on development and organisation of expertise.

The central notion of this guidance is that 
participatory efforts regarding complex 
issues characterised by uncertainty need 
to be strengthened through early inclu-
sion of knowledge claims that tradition-
ally have been undervalued in risk gov-
ernance. This requires paying attention 
to organisational capacities in support 
of knowledge networks that are more 
inclusive and integrated early in deci-
sion-making and innovation. Conse-
quently, the question arises: what counts 
as relevant knowledge?xlviii Results from 
the case study comparison as well as 
the stakeholder needs assessment indi-
cate that the term “relevant knowledge” 
should be understood in a broader sense, 
instead of focussing exclusively on schol-
arly expertise. Concerns of stakeholders 
and the public need to be taken into ac-
count during risk appraisal. Scholars ar-
gue that this will lead to more responsive 
and adaptive risk governance.161

Figure 5:  Adaptive and integrative risk governance model160Figure 4: Adaptive and integrative risk 
    governance model160
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Main points on participatory 
methods 

Depending on the developmental 
stage of technological innovation, 
participatory processes may reflect a 
precautionary approach that acts as 
a compass or a safeguard.

Participatory processes may prove 
useful throughout the innovation cycle 
and are vital to move towards a frame-
work of integrative and adaptive gov-
ernance of risk and uncertainty. 

Choosing an appropriate participa-
tory method requires an analysis of the 
situational context. Depending on the 
risk problem and societal challeng-
es associated with the risk problem a 
specific available participatory meth-
od should be chosen.162,163 This ap-
proach will enhance the acceptability 
and effectiveness of participation and 
ensure that the participation process 
will contribute to problem solving and 
support decision making.

5.4.2  Fair and competent participa- 
 tory processes

One early point of this guidance is that 
participation is no straightforward task. 
The beginning of this chapter showed 

how methodological choices can be ap-
proached based on contextual aware-
ness and clear goal setting. In 2019, 
the EC committed to a renewed and 
strengthened prioritisation of delibera-
tive democracy.164 A clear example of this 
aim is the establishment of the Compe-
tence Centre on Participatory and Delib-
erative Democracy. Webler and Tuler165 

and Renn et al.166 indicate how policy-
makers and regulators may embody the 
EC commitment through the participa-

tory meta-criteria of fairness and com-
petence. It is thus the responsibility of 
regulating bodies and policymakers to 
ensure that they have the competence 
and fair approach that is necessary to 
move towards a framework of good 
governance and deliberative democra-
cy. The remainder of this chapter sup-
plements the concrete guidance with im-
portant considerations and criteria that 
may increase institutional competence 
and fairness in participatory processes.

When aiming to choose an appropriate meth-
od for participation, the digital tool Action 
Catalogue.eu is of great use. Through the 
Action Catalogue, facilitators are navigated 
through well-developed research methods 
focused on stakeholder and citizen involve-
ment. The tool is not only a database of meth-
ods, but also a platform that provokes reflex-
ivity and thoughtfulness. 

By guiding the facilitator through different cri-
teria, the Action Catalogue presents the most 
appropriate participatory methods based 
on preferred attributes, such as geographi-
cal scope, direct participants, the objective of 

public participation and the objective in ap-
plying the method.

Requiring the facilitator to consider these cri-
teria might bring them to make more deliber-
ate decisions on the research method and to 
be aware of the strengths and weaknesses 
of a given method, especially in terms of the 
type of participation. As such, the Action Cat-
alogue should not just be seen as a tool that 
provides a research method based on input, 
but also an invitation to be more considerate, 
self-critical and deliberate in the development 
of participatory approaches.

Box 13: Database of participatory methods
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5.4.2.1 Public engagement

The above guidance on participatory 
approaches and methodology choice 
applies a broad notion of stakeholder 
categories that may be included and/or 
prioritised at various stages. The RECI-
PES needs assessment, however, indi-
cated that there is a need for more clari-
ty regarding stakeholder categorisation 
and especially, the concept of public en-
gagement. In this section, more light is 
shed on some of the nuances that should 

be considered when assessing the need 
for participatory processes. In other 
words: What should be considered when 
involving the public in risk management 
processes? More deeply, how could the 
various groups that might be involved in 
participatory processes be considered? 
How does the specific type of risk affect 
methodology choice in participation ef-
forts?

Participation is vital to the precaution-
ary principle because uncertainty calls 
for public deliberations. When the sci-
entific community cannot make clear-
cut assessments of emerging technolo-
gies, opinions, needs and rights have to 
be assigned a bigger role. While deci-
sion-making should always be informed 
by scientific research, public engagement 
is essential when uncertainty persists. Yet 
public engagement is a tricky notion re-
quiring the following questions to be con-
sidered: Who is the public? At what stage 
of technological development is public 
engagement required? How do we meet 
this increased need for including the pub-
lic at more stages of technological devel-
opment while mitigating the perceived 
possible negative effects of some as-
pects of public engagement?

Inclusion of the public has been a recur-
ring topic throughout the RECIPES re-

search. The stakeholders’ needs assess-
ment consultations made it abundantly 
clear that a central need in times of un-
certainty is earlier and more extensive 
inclusion of the public. At the same time, 
public engagement is time-consuming 
and expensive. Some stakeholders also 
point to the fact that it may not make 
sense to discuss some questions with the 
public.167 Balancing the clear need for 
greater public engagement with its po-
tential drawbacks is therefore one of the 
main themes of this guide.

The case study and needs assessment 
analyses conducted within the RECI-
PES project also showcase controversial 
views on the involvement of the public in 
risk management processes. The GMO-
case study, for example, shows a disa-
greement about the extent to which the 
general public should be involved during 
the application of the PP. It examined 
the national context in Bulgaria and 
concluded that general public engage-
ment resulted in pressuring the Govern-
ment and the Parliament, which led to 
decisions that seemed to be based on 
political opportunism. At the same time, 
in the case studies on nanotechnology 
and water infrastructure planning in Mi-
lan, public engagement has been identi-
fied as having a positive effect, leading 
to more open, transparent and broadly 

© unsplash.com / Timon Studler
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supported decision-making.168 The main 
conclusions from the case study analysis 
on public engagement were that partic-
ipatory processes and methods in de-
cision-making are valuable, but careful 
consideration needs to be made regard-
ing the eligibility of the questions to be 
discussed and evaluated and the ones 
which should not be included. Over-
all, deliberative methods should be de-
ployed without distracting potential dif-
ferences in evidence and reasons for 
conflicts of interests, values and knowl-
edge. It was also emphasised that there 
is a need for more integrative risk gov-
ernance approaches, foresight and 
stakeholder involvement with regard to 
risk regulation and innovation policy.169

To make the most of public engagement 
processes, the specific role and contribu-
tion of each involved stakeholder group, 
including citizens, should be clarified. The 
International Risk Governance Coun-
cil (IRGC)170 defines stakeholders as “so-
cially organised groups that are or will be 
affected by the outcome of the event or 
the activity from which the risk originates 
and/or by the risk management options 
taken to counter the risk”. It distinguishes 
four types of stakeholders, based on the 
organisational structure of stakeholder 
groups, their proximity and exposure to 
the risk issue as well as groups that are 

not always defined as stakeholders, but 
could have similar influence and will and 
should be involved sometimes as well. 
The four stakeholder groups are:

Directly affected groups: these are 
socially or politically organised for-
mal groups such as official advoca-
cy groups, governments or industries. 
These groups are or will be affected 
by the event or activity from which the 
risk originates and/or by the risk man-
agement options taken to counter the 
risk, or they have a strong interest in all 
of these aspects.

Directly affected public: this is the 
group that will experience positive or 
negative impacts from the events or 
activities from which the risk originates 
and/or by the risk management op-
tions taken to counter the risk. These 
might be individuals and non-organ-
ised groups, community members or 
certain marginalised populations. De-
pending on the specific risk, it could be 
the case that the entire general public 
is directly affected. 

Observing public: these are groups 
that may or may not comment on the 
risk issue or influence public opinion, 
including scientists, the media, cultur-
al elites and opinion leaders. 

© pixabay.com / 
Skitterphoto
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Since the first United Nations Conference on En-
vironment and Development in 1992 in Rio de Ja-
neiro (Earth Summit), it has been recognised that 
achieving sustainable development would re-
quire the active participation of all sectors of so-
ciety and all types of people. Agenda 21 formal-
ised nine sectors of society as the main channels 
through which broad participation would be fa-
cilitated in UN activities related to sustainable 
development. These are officially called “Major 
Groups” and include the following sectors:

Women

Children and Youth

Indigenous Peoples

Non-Governmental Organisations

Local Authorities

Workers and Trade Unions

Business and Industry

Scientific and Technological Community

Farmers

Box 14: Nine major groups  
 essential for participation171

The general public are all those indi-
viduals who are not directly affected 
by the risk management activities, but 
are part of the emerging public opin-
ion on the issue. 

In addition, it is of key importance that 
all major sectors of society (the so-called 
Major Groups) are included (see Box 14).

Successful stakeholder involvement 
could facilitate the risk management 
process in several ways:

by providing fair and accurate in-
formation that ensures involved ac-
tors are acquainted with any poten-
tial risks and benefits associated with 
technologies, products, activities or 
situations; 

by evaluating stakeholders’ opinions 
and attitudes in terms of risk assess-
ment of technologies and risk man-
agement decisions, so that this infor-
mation can be incorporated into the 
decision-making process; 

by establishing conditions for informed 
consent, behaviour change and en-
hanced public confidence in relevant 
risk management decisions; and 

by contributing to the process of 
reaching mutual understanding that 
could resolve ambiguities, trade-offs 
and conflicts among the various in-
terested groups such as stakeholders, 
regulators and society. 

To develop methodologies for stake-
holder participation, risk managers who 
are in charge of the process need to care-
fully examine two crucial aspects prior to 
selecting a specific engagement meth-
od, namely the type of risk under scrutiny 
and the respective phase of the risk gov-
ernance process. 

IRGC developed a flexible framework (in 
the form of an ‘escalator’) for suggesting 
the appropriate level of stakeholder in-
volvement, depending on the knowledge 
about the risk (see Figure 6). To assess 
when and how to engage different stake-
holders and the general public, IRGC rec-
ommends using the dominant character-
istic of the risk to decide the appropriate 
level of stakeholder involvement.
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SimpleDOMINANT RISK 
CHARACTERISTIC

TYPE OF 
PARTICIPATION

ACTORS

Complexity Uncertainty Ambiguity

Civil society

Use existing routines
to assess risks and 
possible reduction 
measures

Involve all affected 
stakeholders to 
collectively decide 
best way forward

Societal debate 
about the risk and its 
underlying 
implications   

Maximise the 
scientific knowledge 
of the risk and 
mitigation options

Regulatory bodies/
Industry experts

Regulatory bodies/
Industry experts

Regulatory bodies/
Industry experts

Regulatory bodies/
Industry experts

External scientists/
researchers

External scientists/
researchers

External scientists/
researchers

Affected stakeholders Affected stakeholders

As the dominat characteristic changes, so also will 
the type of stakeholder involverment need to change

Figure 5: The risk management escalator172

Figure 6:  The risk management escalator172
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Stakeholder involvement, depending 
on the type of risk

An important factor that needs to be 
considered to decide when and how to 
engage stakeholders and/or the general 
public in any stage of the risk manage-
ment process is the risk type. Depend-
ing on their characteristics, risks can be 
simple, complex, uncertain or ambigu-
ous173. With simple risks, the connection 
between cause and effect is clear. With 
complex risks, on the other hand, it is dif-
ficult to identify and quantify the causal 
relationship between cause and effect 
as many intervening factors affect it. Ex-
amples of complex risks include health 
consequences of toxic substances and 
climate change modelling. Such prob-
lems require the involvement of experts 
who can reliably determine a given risk 
to explain the respective complexity and 
clarify dissenting views.174

A risk is considered uncertain when there 
is a lack of scientific or technical data, 
which results in undermined confidence 
in the cause-effect relationship. An ex-
ample of this type of risk is natural dis-
asters like earthquakes or floods. There 
may be uncertainty with regards to when 
seismic shaking may occur in a given re-
gion, but it is clear that the repercussions 
of seismic shaking should be minimised, 

e.g., through the enforcement of nation-
al building codes. Uncertain risks require 
the engagement of policymakers, scien-
tists and directly affected stakeholder 
groups to decide on appropriate trade-
offs between different risk management 
options.175

With ambiguous risks, the information 
available is subject to various interpre-
tations, leading to different perspectives 
regarding the respective risk, including 
the likelihood of potential adverse ef-
fects. Examples of risks with high ambi-
guity include nuclear power generation 
as well as genetic modification in agri-
culture. Ambiguity denotes the variabil-
ity of interpretations based on identical 
observations or data assessments.176  A 
plurality of viewpoints for evaluating 
data exists under conditions of ambi-
guity. Thus, participation must include 
this plurality of viewpoints, including ex-
perts, policymakers, industry, civil socie-
ty representatives, such as environmen-
tal NGOs, as well as the general public. 
High ambiguity requires the most inclu-
sive stakeholder and public engagement 
strategy, one which aims to find a con-
sensus regarding the dimensions of am-
biguity to address risks and benefits and 
to balance the existing pros and cons re-
lated to the issue in question. Most risks, 
however, are a mixture of these char-

acteristics. For example, endocrine dis-
ruptors are highly complex, uncertain 
and ambiguous, while nuclear energy is 
highly complex and ambiguous, but less 
uncertain.177

In short:
 
The main aim of a comprehensive knowledge about 
the risks, uncertainties and ambiguities of a particular 
issue is to enable all actors in society to deal with the 
risks in a socially and sustainable manner. Therefore, 
it is important to merge approaches of understanding 
and deciding about risk phenomena and to enhance in-
stitutional and individual capabilities to anticipate and 
tackle the societally most pressing problems. Here the 
precautionary principle and participatory approaches 
have a crucial role to play in the adaptive and integra-
tive governance of risks and uncertainties.178 
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Furthermore, it is difficult sometimes to 
characterise a risk in terms of its com-
plexity, uncertainty and ambiguity. In 
these cases, the IRGC advises beginning 
with a deliberation with the aim of de-
fining and specifying the most suitable 
path for evaluation and management of 
the respective risk.179

Stakeholder involvement, depending 
on the phase of the risk governance 
process

According to the risk governance frame-
work developed by IRGC, stakehold-
er engagement can have different aims 
and take different forms depending not 
only on the given risk characteristics, but 
also on the respective phase of the risk 
management process.180 Each risk man-
agement process has four distinct phas-
es, including pre-assessment (aiming to 
frame and define the context), apprais-
al (assessing facts and concerns), char-
acterisation/evaluation of the respective 
risk after confirming the result of the risk 
appraisal and management, when a de-
cision is made. 181 The aim of stakeholder 
engagement during the pre-assessment 
phase is to frame and define the prob-
lem to design the upcoming risk gov-
ernance phases. The objective of stake-
holder involvement during the appraisal 
stage is to contribute to the information 

pool or to raise awareness about the lim-
its of existing knowledge as well as the 
risks under evaluation. Relevant stake-
holders in this phase include technical 
experts, scientists, affected communi-
ties, governments, industries and local 
communities.182 Renn183 has identified 
several engagement instruments that 
are appropriate for application during 
the appraisal stage, namely expert pan-
els, expert hearings, meta-analysis and 
Delphi methods. 

During the risk characterisation and 
evaluation phase, the debate depends 
on the characteristics of the risk. When 
the issue in question is highly uncertain, 
but has low to medium ambiguity, the 
stakeholders from the pre-assessment 
stage should be reconvened to evaluate 
new knowledge and draw conclusions 
about the respective risk to ensure a bal-
anced view of the positive and negative 
aspects of the problem under scrutiny. If 
the risk is considered highly ambiguous, 
stakeholders who will be affected by the 
risk management decision have to be in-
cluded as well. Highly uncertain and am-
biguous risks require wider stakeholder 
and public engagement to find the right 
balance when assessing the accepta-
bility of a given risk. Suitable tools in-
clude round tables, stakeholder meet-
ings, mediation, etc.184

In the management phase, stakeholders 
are engaged with the aim of identifying 
and evaluating measures for decreasing 
and managing unacceptable risks. Suit-
able measures at this stage include citi-
zen advisory committees, citizen panels, 
citizen juries, consensus conferences and 
public meetings.185 

In addition to the risk type and the phase 
of the risk governance process, the IRGC 
framework also discusses the broad-
er context, related to the specifics and 
available resources of the political, in-
stitutional, social and economic envi-
ronment. It is crucial to recognise the 
capabilities of key actors as well as the 
regulatory style, whether the approach 
towards regulation is authoritarian or 
permissive186 Another important factor 
to be considered is risk culture as it refers 
to values, beliefs, attitudes and mindsets 
as this has an influence on the level of risk 
tolerance and trust in the respective risk 
governance institutions.187
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Objectives of stakeholder engagement

Participation processes may categorise their aim as one of the following three main outcomes of 
stakeholder engagement:

Communication: effective risk governance needs to have proper risk communication, which is de-
fined as the process of sharing/exchanging risk-related knowledge and data among actors engaged 
in risk management, including experts, scientists, policymakers, industry, consumers, regulators and 
the general public. The objectives of such communication include: i) improved stakeholder literacy 
regarding the issue at stake (e.g., provision of information about complex technologies and natural 
hazards); ii) behavioural change (e.g., communication campaigns about hand-washing and physical 
distancing during the COVID-19 pandemic)189.

Consultation: collection of feedback from stakeholders and the general public about their knowl-
edge, attitudes, interests and values in order to include knowledge from other knowledge bearers 
in the risk assessment and existing concerns in the planning and the risk management process. The 
objectives are: i) to engage a wide diversity of knowledge bearers and relevant ways of knowing; ii) to 
focus on public preferences by understanding affected populations’ viewpoints (e.g., applied in cases 
when a decision between similar options has to be made or when scientific arguments cannot resolve 
conflicts); iii) to ensure informed consent by providing information to stakeholders and the general 
public about the potential consequences of specific risks and the respective risk management options 
(e.g., involving citizens in national consultations, related to important future policy changes). 

Deliberation: stakeholders are active participants in the decision-making or risk management 
process. Objectives include: i) stakeholder self-commitment, which aims to ensure the willingness of 
stakeholders to take responsibility and to modify their behaviour/attitude to participate in a given 
risk management measure (e.g., homeowners switching to renewable energy as part of the low-car-
bon energy transition); ii) co-management/co-regulation directly involves stakeholders in designing 
regulations, risk management measures and programmes for risk monitoring (e.g., action plans for 
sustainable development)190.

In summary, stakeholder and public engagement gives all affected and involved parties the chance 
to participate in the debate about responsible innovation. Thus, engagement may support mutual 
trust and enhance competence. 

Main points on public engagement

Methodological approaches to pub-
lic engagement should be informed by 
an understanding of the characteris-
tics of the potentially affected societal 
groups.

A categorisation of risk should inform 
the methodological choices for partic-
ipatory processes. Risk problems may 
be considered simple, complex, uncer-
tain and/or ambiguous.

Depending on the objective of partici-
patory processes, methodological ad-
justments may be necessary. General 
objectives of public engagement are 
communication, consultation and de-
liberation.

Risk and uncertainty communication is 
intrinsically linked to engagement pro-
cesses and should be seen as a con-
stant companion throughout all phas-
es of risk governance (see figure 5).

Communication on risks and uncer-
tainties require competences and ca-
pacities to communicate within the 
agencies (internal communication) 
and external experts, stakeholder 
groups, and the public (external com-
munication).
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5.4.2.2 Transparency

Appropriate and well-facilitated par-
ticipation carries with it the challenge 
of transparency. An ongoing message 
throughout the RECIPES project is that 
invocation and application of the pre-
cautionary principle are based on no-
tions of uncertainty and acknowl-
edgement of scientific limitations. For 
precisely this reason, participatory ef-
forts in risk governance should rely on in-
clusion, diversity and, importantly, trans-
parency.191 Results from the inter-case 
study comparison and the needs assess-
ment highlight this requirement. Howev-
er, they also indicated that the practical 
achievement of transparency is difficult. 
When is transparency required? What 
are the standards for transparency?

This guidance aims to address

transparency in participatory ap-
proaches, pointing to merits and;

the lack of clarity on how transparen-
cy may be achieved; and

specific approaches to transparency, 
which are distinct for agenda-setting, 
policy development and the innova-
tion process.

The first RECIPES expert consultation 
that was organised on 3 June indicat-
ed an overall interest in raising trans-
parency standards in participatory pro-
cedures. The results of the inter-case 
study comparison point towards an un-
derstanding of transparency as the out-
come of timely deliberative processes, in 
which available information is actively 
disseminated and discussed192.

Birkinshaw193 established the compara-
ble notion that transparency entails not 
only the timely access to information, 
but also “conducting affairs in the open, 
subject to public scrutiny”. This means 
that transparency entails not only dis-
semination, but also inclusion and con-
sideration of public and expert opinion, 
e.g., in decision-making and issue-fram-
ing. Opposition to such a definition of 
transparency may likely refer to a po-
tential pandering to irrelevance: high 
standards for transparency may result 
in obsessiveness over details and ob-
scure the actual aims, effectively weak-
ening decision-making and innovative 
processes194. However, efforts to foster 
transparency are assumed to build trust, 
strengthen public innovation and im-
prove democratic engagement195.

For transparency to become an oper-
ationalisable concept in precautionary 
approaches, this guidance calls for an 
active demonstration of timely and de-
liberative efforts to include and inform 
relevant stakeholders. In practice, this 
is reflected in planning and reporting, 
which should also be released for pub-
lic scrutiny. Decision-makers and inno-
vators alike should document how they 
plan to achieve transparency, as well as 
how their actual transparency efforts 
were eventually carried out. Documen-
tation on these efforts should be availa-
ble in open access digital repositories.

The requirements could support the ap-
plication of the precautionary principle 
by encouraging decision-makers and 
policymakers, as well as industry devel-
opers, to actively demonstrate their ef-
forts at transparency, rather than meet-
ing a range of established minimum 
requirements.196 This requires demon-
strating early dissemination and en-
gagement efforts that allow potentially 
affected citizens and other stakeholders 
to be informed of future developments. It 
also requires such inclusion processes to 
be deliberative, including stakeholders, 
especially affected citizens, in the devel-
opment process. 
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In short:
 
Transparent participation is more 
than access to information.197 It 
requires transparency in the form 
of both forced and intentional 
access to information, the latter 
consisting of an active release of 
information as well as a passive 
release in the form of freedom 
of information.xlix It also requires 
participatory approaches to pro-
vide open access to both formal 
and informal decision-making 
arenas.198 An active demonstra-
tion of these features would en-
sure that participatory approach-
es to precaution are conducted 
in a transparent manner, ideally 
resulting in competent, effective 
and safe decision-making.

 

xlix Meijer et al (2012) distinguish between forced access to information (leaking and whistle-blowing) and intentional access to information (freedom of 
information or active release of information).

Main points on transparency

Transparency can be defined as timely 
and deliberative efforts to include and 
inform relevant stakeholders to ensure 
that affairs are conducted in the open 
or subject to public scrutiny.

Decision makers need to active-
ly demonstrate the abovementioned 
meta-criteria of competence and fair-
ness for transparent participatory 
processes.

5.4.2.3 Power asymmetries

Situations that call for invocation of the 
precautionary principle are character-
ised by power asymmetries between af-
fected stakeholders. Be it the developers 
of a new technology, potential custom-
ers, normal citizens or future genera-
tions, stakeholders are affected in dif-
ferent ways when a new technology or 
product enters the EU. Similarly, their 
ability to voice their rights and needs is 
currently unequal at various levels of de-
cision-making and innovation steering. 
Who is included in participatory pro-
cesses? What questions may partici-
pants deal with? Whose voices should be 
strengthened and how could we contex-
tualise various opinions? Asymmetries 

of power, comparable to the notion of 
information asymmetries,199 cannot be 
ignored in participatory processes be-
cause such processes do not exist in a 
power vacuum. The need to explicate 
asymmetries among “included stake-
holders in technology development, as 
well as risk assessment and risk manage-
ment”200 has been clearly established as 
an issue that has to be addressed. What 
is more, RECIPES identified a need to es-
tablish “how to address disagreements 
on the question of what type, level and 
to which extent asymmetries exist and 
which are problematic” 201.

Thus, the guidance on asymmetries 
aims to illuminate:

the potential adverse impacts of pow-
er asymmetries in participatory ap-
proaches to the application of the pre-
cautionary principle;

potential pathways to addressing 
and explaining power asymmetries 
among stakeholders in participatory 
processes; 

the merits and pathways of early inclu-
sion of stakeholders with a heightened 
focus on under-represented voices. © unsplash / James Haworth
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The notion of power transparency is cru-
cial to establish whether potential ad-
verse impacts of power asymmetries in 
participatory processes exist. As rights, 
needs and interests of future genera-
tions must be fairly and properly repre-
sented in participatory processes, tech-
nology assessment, risk assessment and 
risk management could benefit from a 
greater contextual understanding of the 
role that (potential) stakeholders play 
in participation. Participation in the ap-
plication of the precautionary principle 
could mirror this approach by requir-
ing a greater effort to map and address 
the needs and rights of underrepresent-
ed and underpowered stakeholders, 
such as future generations and direct-
ly affected citizens. In line with the sec-
tion on transparency in general, these 
mapping efforts should be disseminat-
ed and scrutinised publicly to ensure the 
accountability of the facilitators. Sim-
ilarly, power transparency requires a 
greater effort to map and address the 
organised interests202 that may affect 
participatory processes and subsequent 
decision-making. In particular, the op-
portunities and challenges in including 
industry representatives require great 
consideration and care due to the fol-
lowing power asymmetries in participa-
tory processes.203 The issue of transpar-
ency has been usefully addressed by the 

conceptualisation of recursive reflexiv-
ity, defined as “…holding a mirror up to 
one’s own activities, commitments and 
assumptions, being aware of the limits 
of knowledge and being mindful that a 
particular framing of an issue may not 
be universally held”.204  In this way, re-
cursive reflexivity applied to responsi-
ble innovation “can identify and critique 
dominant knowledge forms concerning 
innovation, technocracy, and even de-
mocracy while enacting the meaningful 
change it seeks to bring about through 
its interventions”.205 

Although inequalities and asymmetries 
cannot be completely removed, partici-

patory processes can be conducted in a 
more neutral manner by means of guid-
ing them towards increased transpar-
ency on power asymmetries. Participa-
tory processes may benefit from power 
transparency in that different framings 
and presuppositions are contextualised, 
resulting in a more informed foundation 
for applying the precautionary principle. 

Main point on power asymmetries

Power asymmetries may be made 
explicit in participatory processes 
through an active documentation of 
existing asymmetries, thus aiming for 
power transparency.

99

© unsplash / John Robert Marasigan



100

5.5   Overview of guidance

The EU funded project RECIPES (REcon-
ciling sCience, Innovation and Precau-
tion through the Engagement of Stake-
holders), aims to ensure an application 
of the precautionary principle that en-
courages innovation and promotes pre-
caution as a driving force in shaping and 
guiding innovation towards societally 
desirable goals with foresight and antic-
ipation. This guidance adds to this pur-
pose by showing how and why partici-
patory processes should be prioritised 
to achieve good governance practices 
in the EU. The document sets out by jus-
tifying participatory processes through 
normative, substantive and instrumen-
tal argumentation. It goes on to suggest 
how adaptive and integrative approach-
es of risk governance can be operation-
alised, pointing to the meta-criteria 
of fairness and competence. The final 
chapter illuminates how participatory 
processes may be facilitated through 
well-informed methodology choices and 
considerations. 

The RECIPES guidance documents have 
been shaped by a stakeholder needs as-
sessment conducted in the autumn of 

2020. Here, it was indicated that three 
main topics regarding the application 
of the precautionary principle could be 
addressed: participation; organisation 
and development of (scientific) exper-
tise; and scope of application of the pre-
cautionary principle. This document thus 
serves one of three approaches to the 
central aim of RECIPES, in which the fu-
ture application of the precautionary 
principle is to be improved. It is highly rec-
ommended that the other two guidance 
documents are visited to understand the 
full output of the RECIPES project. 

While fruitful engagement and par-
ticipation is a difficult competence to 
achieve, the EC has shown its commit-
ment to try with activities such as the 
Conference of the Future of Europe206 or 
the Competence Centre on Participatory 
and Deliberative Democracy.207 While 
such actions are necessary to achieve 
future good governance practices, this 
document should aid and stimulate the 
process in which European deliberative 
approaches are strengthened and in-
tegrated in risk governance and deci-
sion-making. 

© unsplash / Ross Joyner
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Overview of guidance for participatory approaches supporting the application of the precautionary principle

Rationale for 
strengthened 
participation

Theoretical considerations underpin the two main lessons learned from RECIPES research that (1) conflicts of interest 
and knowledge create inconsistency in the application of the precautionary principle, and (2) strengthened, thought-out 
participatory processes can help uncover and mitigate such conflicts.

Aiming for good governance practice, a strengthening of the science-society-policy interface through participatory processes is 
justified.

Choosing 
methods

Awareness of situational factors may aid the selection process when determining the most appropriate methods for 
participatory processes. 

Consideration of varying frameworks is important to attain situational awareness. The applicativon of the precautionary 
principle requires consideration from the perspective of the innovation cycle, as well as that from risk governance.

Fairness, inclusion 
and competence

While participatory processes may be difficult to assess consistently, the meta-criteria of fairness and competence provide a 
useful indicator for facilitation choices.

Public 
engagement

Methodological approaches to public engagement should be informed by the relevant stakeholder group. The public may be 
considered to be the directly affected groups; the directly affected public; the observing public; or the general public. 

Similar to the relevant stakeholder group, a categorisation of risk should inform the methodological choices for participatory 
processes. Risks may be considered simple, complex, uncertain or ambiguous.

Depending on the objective of participatory processes, methodological adjustments may be necessary. General objectives of 
public engagement are communication, consultation and deliberation.

Communication on risks and uncertainties require competencies and capacities to communicate within the agencies (internal 
communication) and external experts, stakeholder groups and the public (external communication).

Transparency Transparency can be defined as timely and deliberative efforts to include and inform relevant stakeholders to ensure that 
affairs are conducted in the open or subject to public scrutiny.

Decisionmakers need to actively demonstrate the abovementioned criteria for transparent participatory processes. 

Transparent participatory processes are a non-negotiable part of a change towards good governance and fair and competent 
deliberations.

Power 
asymmetries

Power asymmetries may be documented in participatory processes through an active documentation of existing asymmetries, 
thus aiming for power transparency.
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